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APRESENTAÇÃO

O livro “Tópicos em Gerenciamento de Dados” é resultado de tra-
balhos de pesquisa realizados ao longo da disciplina Banco de Dados do 
Mestrado Profissional em Tecnologia da Informação do IFPB – Campus 
João Pessoa. Os capítulos produzidos abordam temas relevantes da área 
de Banco de Dados e promovem discussões sobre fundamentos, técnicas, 
tecnologias, cenários de utilização, desafios e tendências dessa temática. 
Os quatro capítulos gerados constituem uma excelente oportunidade para 
familiarização, tanto para acadêmicos quanto para profissionais da área de 
Tecnologia da Informação, a respeito das questões neles abordadas. 

O Capítulo 1, intitulado “Aprendizado de Máquina Supervisionado: 
Introduzindo Conceitos e Aplicações”, discute histórico, conceituação, 
potencial e descrição de alguns algoritmos, além de casos reais em que 
estes são utilizados e desafios dessa área, tanto do ponto de vista de 
empresas quanto da academia. No Capítulo 2, o assunto “Aprendizado de 
Máquina Não Supervisionado: da Teoria à Aplicabilidade Utilizando Agru-
pamento” aborda princípios, técnicas, algoritmos, exemplos e desafios 
direcionados à aplicação de métodos de agrupamento. O Capítulo 3 apre-
senta conceitos, técnicas, tecnologias e aplicações sobre o tema “Visua-
lização de Dados: Uma Abordagem Introdutória no Contexto de Big Data”. 
Já o Capítulo 4 conclui o livro abordando a “Introdução à Privacidade de 
Dados e à Lei Geral de Proteção de Dados”, por meio de conceitos, técni-
cas, tendências e perspectivas em relação à nova Lei brasileira.

Gostaríamos de agradecer aos autores pela dedicação aos trabalhos 
e pela produção dos textos finais. Esperamos que os resultados sejam 
úteis a toda comunidade de Tecnologia da Informação e a outros interes-
sados nos conteúdos tratados. 

As organizadoras
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PREFÁCIO

É com grande alegria e satisfação que escrevo o prefácio do livro 
“Tópicos em Gerenciamento de Dados”, fruto da árdua e primorosa or-
ganização das professoras do Programa de Pós-Graduação em Tecnolo-
gia da Informação (PPGTI) do IFPB Damires Yluska de Souza Fernandes e 
Crishane Azevedo Freire. O livro contém quatro capítulos e foi resultado 
de estudos desenvolvidos na disciplina de Banco de Dados do Mestrado 
Profissional em Tecnologia da Informação, cursada por estudantes da li-
nha de pesquisa Gerenciamento e Desenvolvimento de Sistemas (GDS), 
no primeiro semestre de 2020.

A obra aborda tópicos relevantes no cenário de Gerenciamento de 
Dados, apresentando, de forma consistente, revisões bibliográficas enri-
quecidas com os principais desafios e cenários de uso inerentes a cada 
temática estudada. Trata-se de uma fonte de pesquisa para estudantes de 
graduação e pós-graduação, bem como para profissionais da indústria de 
Computação, em áreas de grande interesse como Big Data, Aprendizado 
de Máquina, Integração de Dados, Visualização de Dados e Lei Geral de 
Proteção de Dados.

É de vital importância destacar que a publicação deste livro segue 
os Referenciais de Formação para os Cursos de Pós-Graduação Stricto 
Sensu em Computação, publicados em 2019 pela Sociedade Brasileira 
da Computação. Os referenciais recomendam, como competência geral 
do eixo Pesquisa, a realização de estudos ou levantamentos do estado 
da arte de temas relacionados às linhas de pesquisa do programa, apli-
cando-os a uma problemática de interesse de seu ambiente de exercí-
cio profissional. Logo, o resultado alcançado com a obra está alinhado à 
competência geral do eixo Organização da Informação, que espera dos 
estudantes um adequado gerenciamento da informação, dos recursos 
bibliográficos e das fontes de informação tecnológica, de modo a identi-
ficar evidências que apoiem suas visões de pesquisa e desenvolvimento 
tecnológico, sintetizando informação, dados e ideias. 
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Por fim, não poderia deixar de congratular os onze autores do li-
vro, estudantes do PPGTI, que desenvolveram um trabalho brilhante com 
o apoio das professoras da disciplina. Além do valor científico bibliográfico 
da obra entregue, este livro contribui para o processo de avaliação quadrie-
nal da CAPES, à medida que agrega à produção do PPGTI um livro compos-
to por quatro capítulos, todos com autores do programa, além da organi-
zação editorial, que é um dos dez produtos técnico-tecnológicos avaliados 
e pontuados pela coordenação da área de Ciência da Computação.

Francisco Petrônio Alencar de Medeiros
Coordenador do Programa de Pós-Graduação 

em Tecnologia da Informação do IFPB



Capítulo 1

Aprendizado de Máquina 
Supervisionado:
Introduzindo Conceitos e Aplicações

Alysson Messias da Silva
Ayrton Douglas Rodrigues Herculano
Helton Souza Lima
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1. Introdução

A empresa de consultoria PricewaterhouseCooper (PwC) realizou 
uma pesquisa em 2017 (PWC, 2017) que apontava que a inteligência 
artificial iria contribuir com mais de US$ 15 trilhões em todas as áre-
as da economia globalmente. Nesse cenário, a pesquisa mostrava que o 
aprendizado de máquina, de forma geral, seria uma das principais tecno-
logias a serem adotadas, além de chatbots e assistentes digitais. As áreas 
finalísticas indicadas que deveriam e deverão usar a tecnologia são as 
mais diversas, como por exemplo: serviços de saúde; automóveis e mo-
bilidade urbana; serviços financeiros; logística e transporte; tecnologia 
da informação; companhias de seguros; geração de energia; indústria de 
manufatura. Nesse contexto, a pesquisa chama atenção para um tema 
relevante a ser aprofundado, investido e colocado em prática.

Além dessa pesquisa, em outra realizada no ano seguinte (PWC 
BRASIL, 2018), a PwC apontou que empresas de serviços financeiros es-
tavam obtendo maior valor a partir da utilização de tecnologias como 
inteligência artificial e análises avançadas, incluindo alguns tipos de mé-
todos de aprendizado de máquina, por exemplo, no combate a fraudes 
e crimes econômicos. O resultado da pesquisa foi obtido através de en-
trevistas com 7200 participantes representantes de empresas em 123 
países. No relatório da pesquisa, pontuou-se que as empresas de países 
em desenvolvimento estão investindo em tecnologias avançadas a um 
ritmo mais rápido do que as nações desenvolvidas. Dessa forma, esse 
último estudo indica também que pode haver um grande crescimento na 
procura e na utilização das tecnologias que envolvem a inteligência arti-
ficial e, particularmente, o aprendizado de máquina no Brasil, sendo um 
bom momento para a realização de pesquisas e aplicação dessa ciência 
em diversas áreas de conhecimento.

Uma das categorias de aprendizado de máquina é o denominado 
“aprendizado supervisionado”. De modo geral, o aprendizado supervisio-
nado trata de problemas cujo objetivo é achar uma função que, para uma 
dada entrada X, resulte em uma saída Y, sendo que os valores corretos de 
saída são disponibilizados por um supervisor (ALPAYDIN, 2010). 
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Como exemplos de aplicações de aprendizado supervisionado, Al-
paydin (2010) cita os sistemas de avaliação de riscos na concessão de 
créditos existentes nos bancos em que, a partir dos dados do cliente, 
é possível calcular se existe um alto ou baixo risco para a concessão de 
crédito. Outro exemplo é o reconhecimento óptico de caracteres em que, 
a partir de imagens que representam letras, números ou símbolos, o sis-
tema poderá identificar qual caractere a imagem representa. Um tercei-
ro exemplo é o diagnóstico médico de doenças em que, a partir de um 
conjunto de informações sobre o paciente e seus sintomas, consegue-se 
indicar um possível diagnóstico para a doença. 

Mohri, Rostamizadeh e Talwalkar (2018) e Russell e Norvig (2010) 
acrescentam mais exemplos à lista citada, que, de fato, não é exaustiva. 
Alguns são elencados a seguir:

	◼ Classificação de documentos ou de textos – por exemplo, determinar 
automaticamente se um e-mail é um spam ou se algum conteúdo na Web 
é inapropriado.

	◼ Processamento de linguagem natural – como o part-of-speech tagging 
(POS), em que as predições para uma sentença consistem em atribuir 
identificadores morfológicos e sintáticos para cada palavra nela formada.

	◼ Veículos autônomos – quando carros equipados com câmeras, sensores e 
radares podem alimentar sistemas que executam ações de acelerar, parar 
e manobrar do carro. Nesse cenário, um carro autônomo obteve a primei-
ra colocação no desafio DARPA, cruzando 132 milhas através do deserto 
de Mojave, 15 anos atrás.

	◼ Sistemas autônomos de planejamento e agendamento – como quando 
a agência espacial da NASA utilizou o primeiro sistema autônomo embar-
cado de agendamento e controle de operações de uma aeronave espacial.

	◼ Jogos eletrônicos – como quando o computador da IBM Deep Blue foi o 
primeiro a derrotar um campeão mundial em xadrez, Garry Kasparov.

	◼ Robótica – a exemplo da empresa iRobot Corporation, que já vendeu mais 
de 2 milhões de robôs (chamados de Roomba) de limpeza para residências.

	◼ Tradução entre línguas – como quando um programa de computador que 
traduz automaticamente de Árabe para Inglês foi criado.
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Para introduzir conceitos e mostrar algumas aplicações sobre 
aprendizado de máquina supervisionado, este capítulo está estruturado 
da seguinte forma: a segunda seção trata de alguns fundamentos; a ter-
ceira seção descreve alguns algoritmos utilizados no aprendizado super-
visionado; a quarta seção apresenta exemplos de aplicações do aprendi-
zado supervisionado em situações reais; a quinta seção pontua desafios 
enfrentados pelos engenheiros e cientistas de dados no uso do apren-
dizado supervisionado em ambiente corporativo e acadêmico; por fim, 
a sexta seção relata as considerações dos autores deste capítulo acerca 
desta abordagem e tecnologia.

2. Fundamentos

Esta seção, primeiramente, introduz o conceito de aprendizado de 
máquina supervisionado e, em seguida, apresenta o processo no qual ele 
é normalmente utilizado. Pontua, além disso, os principais componentes 
envolvidos e quais são as tarefas-padrão pelas quais podem ser agrupa-
dos os diversos algoritmos de aprendizado supervisionado.

2.1 O que é Aprendizado de Máquina

O aprendizado de máquina, de forma geral, é uma subárea da Inte-
ligência Artificial cujo objetivo é “a construção de sistemas capazes de ad-
quirir conhecimento de forma automática” (REZENDE, 2005). Um sistema 
baseado em aprendizado é “um programa de computador que toma deci-
sões com base em experiências acumuladas através da solução bem-suce-
dida de problemas anteriores” (REZENDE, 2005). Os problemas estariam 
caracterizados sob a forma de uma série de dados que os discrimina. 

Harrington (2012) comenta que o aprendizado de máquina é uma 
das formas de realizar a transformação de dados em informação, através 
do uso de conceitos da interseção entre ciência da computação, enge-
nharias e estatística. As tarefas de aprendizado de máquina incluem dois 
conjuntos: tarefas de aprendizado supervisionado e tarefas de aprendiza-
do não supervisionado. Métodos chamados de Classificação e Regressão 
são tipos de aprendizado supervisionado, pois o programador indica a 
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variável que deve ser alvo de predição do algoritmo. Esses conceitos serão 
melhor detalhados mais à frente neste capítulo. Em contrapartida, no 
aprendizado não supervisionado, não há uma variável para ser o alvo de 
uma predição, e as tarefas consistem em encontrar padrões que descre-
vem algumas características dos dados (HARRINGTON, 2012). 

2.2 Processo de KDD

Fayyad, Piatetsky-Shapiro e Smyth (1996) contextualizam o concei-
to de aprendizado de máquina inserindo-o dentro de um processo maior 
chamado Knowledge Discovery in Databases (KDD). Os autores definem o 
KDD como um processo geral usado para extrair conhecimento a partir 
de um conjunto de dados. Esse processo é estabelecido em algumas eta-
pas que podem ocorrer em sequência, embora seja possível retornar para 
qualquer uma delas de modo iterativo, como pode ser visto na Figura 1.

Figura 1

Fonte: adaptada de Fayyad, Piatetsky-Shapiro e Smyth (1996)

Etapas do processo KDD

As etapas do processo KDD são descritas brevemente a seguir (Figura 1):
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	◼ Seleção: compreende a atividade de criação de um conjunto de dados a 
ser utilizado, focando-se em um subconjunto de dados de fontes origi-
nais, contendo variáveis e amostras dos dados.

	◼ Pré-processamento: engloba a realização de tarefas como limpeza nos 
dados, remoção ou correção de dados incorretos ou ausentes, eliminação 
de redundâncias, uso de alguma técnica de balanceamento de classes, 
seleção de atributos, entre outras. As alterações devem ser planejadas 
levando-se em consideração quais são os dados necessários a serem utili-
zados no momento de realização do aprendizado.

	◼ Transformação: consiste, por exemplo, em converter formatos de dados 
de acordo com os tipos de dados suportados pelos algoritmos a serem 
utilizados ou criar atributos derivados que representam o objetivo do pro-
blema a ser resolvido.

	◼ Mineração de Dados: é nesta etapa que se utilizam os métodos de apren-
dizado de máquina para a realização de tarefas preditivas (classificação 
ou regressão) e/ou descritivas (sumarização, agrupamento, associação). 
Os métodos de aprendizado de máquina supervisionado são apresentados 
mais adiante neste capítulo.

	◼ Interpretação/Avaliação: é a etapa voltada à interpretação dos resultados 
obtidos com as tarefas de mineração, muitas vezes através de gráficos e 
técnicas de visualização de resultados. Neste ponto, é provável que acon-
teça um retorno a quaisquer outras etapas do processo para que se possa 
corrigir ou melhorar algum passo realizado. Por fim, acontece a divulga-
ção e publicação dos resultados e uma possível incorporação do software 
resultante em um outro sistema.

2.3 Tarefas-padrão do aprendizado de máquina supervisionado

Os métodos supervisionados utilizam variáveis de saída ou variá-
veis-alvo, como apontado por Hastie, Tibshirani e Friedman (2008). As 
variáveis podem ser categóricas ou qualitativas, ou numéricas ou quanti-
tativas. As variáveis categóricas são caracterizadas por um conjunto fini-
to de dados sem uma ordem definida, normalmente chamados de rótulos 
(labels). Por outro lado, as variáveis numéricas ou quantitativas são ca-
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racterizadas por um conjunto contínuo ou discreto de dados apresentan-
do uma ordem definida, que podem ser números reais ou até números 
inteiros inespecíficos. 

Essa diferença de variáveis de saída levou a uma separação didática 
em relação às principais tarefas do aprendizado supervisionado: Classi-
ficação e Regressão. As características de cada tarefa são brevemente 
introduzidas a seguir:

a.	 Classificação: tarefa que realiza a predição de valores qualitativos ou boole-
anos a serem atribuídos em categorias predefinidas. Um erro na classifica-
ção de um objeto apenas indica que houve um erro; não há um erro maior 
ou menor. Por exemplo, em uma aplicação que identifica automaticamente 
um e-mail por SPAM ou NÃO SPAM, essa variável pode ser representada 
por 0 e 1, respectivamente, ou apenas pelos labels SPAM e NÃO SPAM.

b.	 Regressão: tarefa que realiza a predição de valores quantitativos, sen-
do números inteiros ou reais. É possível medir a “distância” entre o valor 
correto e o valor que foi alvo de predição do algoritmo. Por exemplo, uma 
aplicação para estimar o preço de venda de uma casa cujo resultado pode 
assumir valores bem diversos.

3. Principais algoritmos de aprendizado supervisionado

Fayyad, Piatetsky-Shapiro e Smyth (1996) já comentavam sobre a 
diversidade de algoritmos de aprendizado supervisionado. Algoritmos co-
muns nessa linha de aprendizado são: árvores de decisão, métodos baseados 
em exemplos como o k-NearestNeighbors (vizinho mais próximo), métodos 
baseados em redes neurais e aqueles baseados em modelos probabilísticos. 

De modo mais geral, Harrington (2012) identificou os dez princi-
pais algoritmos de aprendizado usados na época e listados em um artigo 
publicado na IEEE International Conference on Data Mining, em 2007. São 
eles: C4.5 (árvores), k-means, máquinas de vetores de suporte (Support 
Vector Machines – SVM), Apriori, Maximização de Expectativas, Page-
Rank, AdaBoost, k-NearestNeighbors, NaiveBayes e CART. Alguns desses 
algoritmos são descritos nessa seção. 
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3.1 k-NearestNeighbors

O algoritmo k-NearestNeighbors (k-NN) é considerado o método 
mais simples de aprendizado supervisionado baseado em instância (MI-
TCHELL, 1997). Por ser um algoritmo de alta precisão e sem suposições 
sobre os dados, o k-NN é computacionalmente mais caro e normalmente 
requer mais memória, além de precisar de valores numéricos para cal-
cular a distância/similaridade entre as instâncias (HARRINGTON, 2012). 

Todas as instâncias do conjunto de dados possuem rótulos que os 
enquadram nas suas respectivas classes. Quando um novo dado sem rótu-
lo chega, ele é comparado com todas as instâncias de dados já existentes. 
Assim, depois de identificadas as instâncias de dados mais semelhantes, 
ou seja, os vizinhos mais próximos, os seus rótulos são examinados. A 
partir do conjunto de dados conhecido, são analisados os principais k da-
dos mais parecidos, em que k é um número inteiro, na maioria das vezes, 
menor que 20. Depois disso, as características são verificadas entre os k 
dados mais semelhantes, e a maioria será a nova classe da instância de 
dados solicitada para classificação (HARRINGTON, 2012).

Para melhorar a compreensão deste algoritmo, utilizaremos um 
exemplo adaptado de Harrington (2012) que classifica filmes em Roman-
ce ou Ação, de acordo com a quantidade de chutes e beijos neles conti-
dos. Conforme esses atributos, seis filmes estão representados na Figura 
2. Nesse cenário, um novo filme simbolizado pelo ponto de interrogação 
é o alvo da nova classificação. O número de chutes e de beijos de todos os 
filmes está listado na Tabela 1.
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Figura 2

Fonte: adaptada de Harrington (2012)

Representação do número de chutes e beijos em cada filme

Tabela 1

Fonte: adaptada de Harrington (2012)

Classificações dos filmes e as quantidades de chutes e de beijos

Nome do Filme Nº de chutes Nº de beijos Classe

O homem da Califórnia 3 104 Romance

Diário de uma paixão 2 100 Romance

Uma linda mulher 1 81 Romance

Blade – O caçador de vampiros 101 10 Ação

Máquina Mortífera 99 5 Ação

Matrix 98 2 Ação

Filme a ser classificado (?) 18 90 Desconhecido
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Primeiramente, é necessário calcular a distância entre o filme a 
ser classificado e todos os outros existentes no conjunto de dados. Para 
isso, será utilizada, neste exemplo, a distância euclidiana, a qual calcula 
a distância entre dois vetores com dois elementos, representados aqui 
pelos vetores xA e xB, como mostra a Equação 1 (HARRINGTON, 2012):

Equação 1

Fonte: adaptada de Harrington (2012)

Representação da equação da distância euclidiana

Por exemplo, para calcular a distância entre o filme “O homem da 
Califórnia” e o filme desconhecido, temos os vetores xA = [18,90] e xB = 
[3,104], em que esses valores são os números de chutes e beijos de cada 
filme. Dessa forma, aplicando a distância Euclidiana, teremos a Equação 2.

Equação 2

Fonte: adaptada de Harrington (2012)

Aplicação da equação da distância euclidiana

Uma vez realizados os cálculos e obtidas as distâncias, conforme 
a Tabela 2, será necessário descobrir os filmes com as menores distân-
cias, ou seja, os k-mais próximos, e classificá-los em ordem decrescen-
te. Supondo que k = 3, os três filmes mais próximos são: “O homem da 
Califórnia”, “Uma linda mulher” e “Diário de uma paixão”. O k-NN obtém 
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a maioria dos rótulos desses filmes para definir a classe do filme desco-
nhecido. Assim, como os três filmes são romances, é previsto que o filme 
desconhecido também seja um romance (HARRINGTON, 2012).

Nome do filme Distância para o filme “?”

Diário de uma paixão 18,7

Uma linda mulher 19,2

O homem da Califórnia 20,5

Blade – O caçador de vampiros 115,3

Máquina Mortífera 117,4

Matrix 118,9

Tabela 2 Distâncias calculadas entre os filmes classificados e o desconhecido

Fonte: adaptada de Harrington (2012)

3.2 Árvore de decisão

No aprendizado supervisionado, a árvore de decisão é um algoritmo 
que pode ser utilizado para tarefas de classificação e regressão. Ele adota 
um método que divide um problema em problemas menores e possui 
uma estrutura hierárquica, composta de raiz, nós de decisões internos, 
nós de decisões e folhas terminais (ALPAYDIN, 2010).  

Esse algoritmo aplica uma função de testes baseados no valor dos 
atributos do objeto recebido como entrada, representando-os em uma 
estrutura de árvore e produzindo possíveis rótulos que correspondem a 
uma decisão (RUSSELL; NORVIG, 2010). Uma das vantagens deste algo-
ritmo é que os seres humanos conseguem compreender sua representa-
ção mais facilmente; além disso, é geralmente mais barato computacio-
nalmente (HARRINGTON, 2012). Observando essa legibilidade para os 
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seres humanos, o aprendizado de árvores de decisão pode ser demonstra-
do através de conjuntos de regras if-then (MITCHELL, 1997).

Uma árvore de decisão é representada através de uma função que 
recebe um vetor com valores de atributos na entrada. Esses valores po-
dem ser discretos, contínuos ou categóricos. Através de uma decisão, é 
retornado um único valor de saída. O algoritmo executa uma sequência 
de testes até chegar em uma determinada definição. Esses testes são 
realizados internamente na árvore através de cada nó e dos ramos do nó. 
Os ramos equivalem aos rótulos possíveis dos valores do atributo, e o nó 
refere-se a um valor de um dos atributos de entrada; caso seja um nó fo-
lha, indicará um valor retornado pela função (RUSSELL; NORVIG, 2010).

Para ilustrar o aprendizado baseado em árvore de decisão, é utiliza-
da a coleção de dados do Quadro 1, adaptada de Quinlan (1986) e Mitchell 
(1997), que contém um conjunto de dados denominado de conjunto de 
treinamento. Para este exemplo, será realizada uma tarefa de classifica-
ção que compreende o clima, sendo os atributos descritos e instanciados 
da seguinte forma: 

	◼ Tempo: ensolarado, nublado ou chuvoso; 

	◼ Temperatura: quente, fria ou moderada;

	◼ Umidade: alta ou normal;

	◼ Força do vento: forte ou fraca.

Quadro 1 Conjunto de treinamento

Atributos Classe

Nº Tempo Temperatura Umidade Força do Vento Praticar corrida

1 ensolarado quente alta fraca Não

2 ensolarado quente alta forte Não

3 nublado quente alta fraca Sim

Continua
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Atributos Classe

4 chuvoso moderada alta fraca Sim

5 chuvoso fria normal fraca Sim

6 chuvoso fria normal forte Não

7 nublado fria normal forte Sim

8 ensolarado moderada alta fraca Não

9 ensolarado fria normal fraca Sim

10 chuvoso moderada normal fraca Sim

11 ensolarado moderada normal forte Sim

12 nublado moderada alta forte Sim

13 nublado quente normal fraca Sim

14 chuvoso moderada alta forte Não

Fonte: adaptado de Quinlan (1986) e Mitchell (1997)

A árvore de decisão realiza a classificação das manhãs de sábado 
indicando se é pertinente ou não a prática de corrida, conforme a Figu-
ra 3, adaptada de Quinlan (1986) e Mitchell (1997). Para simplificar o 
exemplo, suponha que existem apenas duas classes: Sim – quando for 
adequado praticar corrida; Não – quando não for adequado realizar essa 
atividade. Cada atributo refere-se a uma qualidade importante do objeto 
(MITCHELL, 1997; QUINLAN, 1986). Dessa forma, um novo objeto a ser 
classificado poderia ter atributos com os seguintes valores: 

	◼ Tempo → ensolarado;

	◼ Temperatura → fria;

	◼ Umidade → normal;

	◼ Força do vento → fraca.

Conclusão
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Figura 3

Fonte: adaptada de Quinlan (1986) e Mitchell (1997)

Exemplo de árvore de decisão

A classificação inicia-se a partir da raiz, neste caso, Tempo. Os tes-
tes são realizados em cada nó da árvore, movimentando-se para baixo. 
Um teste específico é aplicado no nó, relacionando-o com algum atributo 
do novo objeto a ser classificado. As ramificações descendentes desse nó 
representam valores prováveis do atributo. Este procedimento repete-se 
na subárvore enraizada de cada nó até chegar em um nó folha. O objeto, 
então, é reconhecido como pertencente à classe “SIM” (MITCHELL, 1997; 
QUINLAN, 1986), ou seja, “Praticar corrida”. 

Em uma grande diversidade de problemas, árvores de decisão pro-
porcionam bons resultados; entretanto, em determinadas situações, 
uma grande árvore poderá ser gerada se nenhum padrão for realmente 
encontrado (RUSSELL; NORVIG, 2010). A utilização da técnica de poda de 
árvores de decisão pode remover a excessiva adaptação através da com-
binação de folhas adjacentes que não possuem grande quantidade de in-
formações relevantes (HARRINGTON, 2012). 

O aprendizado baseado em árvore de decisão foi e ainda é utilizado 
para resolver problemas tais como classificar equipamentos de acordo 
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com seu mau desempenho, categorizar pacientes médicos de acordo com 
sua doença ou ainda especificar aspirantes a empréstimos pela probabili-
dade de não quitar os pagamentos (MITCHELL, 1997). Os algoritmos ID3, 
ASSISTANT, C4.5 e CART são alguns exemplos de algoritmos para geração 
de árvores de decisão (HARRINGTON, 2012; MITCHELL, 1997).

3.3 NaiveBayes

O algoritmo NaiveBayes é um método baseado na teoria bayesiana 
que indica a decisão de acordo com a maior probabilidade. A interpreta-
ção dessas probabilidades é chamada de probabilidade bayesiana, em re-
ferência ao teólogo do século XVIII, Thomas Bayes (HARRINGTON, 2012).

Baseado no Teorema de Bayes, o algoritmo NaiveBayes estima a 
classificação de novos objetos através dos cálculos das probabilidades das 
hipóteses (MITCHELL, 1997). Este modelo, também chamado de classifi-
cador bayesiano, é intitulado assim por realizar suposições simplificadas 
quando as variáveis não são realmente independentes (RUSSELL; NOR-
VIG, 2010). 

Para os métodos de aprendizado bayesianos, o Teorema de Bayes 
é a referência fundamental, permitindo meios para calcular a probabili-
dade subsequente a partir da probabilidade anterior (MITCHELL, 1997). 
De forma simplificada, o Teorema de Bayes pode ser representado pela 
Equação 3 (RASCHKA, 2014):

Equação 3

Fonte: adaptada de Raschka (2014)

Conceito simplificado do Teorema de Bayes
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O objetivo da função é aumentar ao máximo a probabilidade pos-
terior de acordo com os dados de treinamento recebidos e, com isso, 
desenvolver a regra de decisão (RASCHKA, 2014).

Mesmo sendo um método de suposições simples, o NaiveBayes é 
eficaz na tarefa de classificação (HARRINGTON, 2012). O algoritmo em 
pauta pode ser aplicado para, por exemplo, classificar e-mails como spam, 
filtrar postagens maliciosas em um website, além de ser bastante utilizado 
para problemas de classificação de documentos (HARRINGTON, 2012).

O modelo de pensamento bayesiano é importante para o estudo 
de aprendizado de máquina, pois o classificador NaiveBayes é uma das 
abordagens mais práticas utilizadas em vários problemas de aprendizado, 
fornecendo um melhor entendimento para muitos algoritmos que não 
usam probabilidade explicitamente (MITCHELL, 1997). 

3.4 Redes neurais artificiais

O termo rede neural é utilizado pela motivação de se tentar pro-
cessar informações de maneira equivalente a um cérebro humano, que o 
realiza de forma altamente complexa, não linear e em paralelo (HAYKIN, 
2007). Dessa forma, as redes neurais artificiais simulam mecanismos de 
aprendizagem como os organismos biológicos (AGGARWAL, 2018).

Haykin (2007) define uma rede neural artificial como “um proces-
sador maciço e paralelamente distribuído constituído de unidades de 
processamento simples, que têm a propensão natural para armazenar 
conhecimento experimental e torná-lo disponível para o uso”. Considera-
-se que uma rede neural se assemelha ao cérebro tanto no conhecimento 
adquirido pela rede a partir de seu ambiente como quanto à ideia de que 
as forças de conexão entre neurônios, conhecidas como pesos sinápticos, 
são utilizadas para armazenar o conhecimento adquirido.
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Uma representação de redes neurais é mostrada na Figura 4, adap-
tada de Manica (2013).

Figura 4

Fonte: adaptada de Manica (2013)

Relação dos neurônios biológicos e artificiais

Na Figura 4, é apresentada, do lado esquerdo, a estrutura de um 
neurônio biológico, que são células nervosas do sistema nervoso forma-
das por três partes básicas: os dendritos – prolongamentos do neurônio 
que garantem os estímulos levando o impulso nervoso em direção ao 
corpo celular; o axônio – prolongamento que garante a condução do im-
pulso nervoso; e o corpo celular – onde está presente o núcleo da célula 
e de onde partem os impulsos. A sinapse é a região onde há comunicação 
entre neurônios, entre neurônios e músculos e entre neurônios e glân-
dulas. A partir de seus dendritos, são produzidos os impulsos elétricos 
que são conduzidos pelos axônios para os neurônios, estabelecendo uma 
sinapse. Um cérebro humano é capaz de estabelecer trilhões dessas co-
nexões. Do lado direito da Figura 4, é mostrada uma rede neural artificial, 
que tenta reproduzir o comportamento e as possibilidades de conexões 
de uma rede neural biológica.

Um dos grandes benefícios das redes neurais artificiais, além do 
seu poder computacional, é a capacidade de possibilitar uma programa-
ção generalista, como produzir saídas adequadas para entradas que não 
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estavam presentes durante o treinamento. Além disso, pode-se aprender 
através de vários exemplos com determinado comportamento, ou enten-
der e distinguir padrões. 

Várias são as aplicações das redes neurais artificiais. No domínio de 
jogos, um exemplo de utilização de redes neurais profundas é o programa 
AlphaGo, inspirado no jogo estratégico para tabuleiro Go, muito popular 
em países asiáticos. Em 2017, foi lançado um documentário sobre o jogo, 
mostrando que, em 2016, por meio do seu aprendizado de máquina, o 
programa conseguiu ganhar uma partida do campeão mundial de Go da 
época por 4 x 1 (DOCUMENTÁRIO..., 2018). 

3.5 Máquina de vetores de suporte

O termo máquina de vetores de suporte é a tradução para Support 
Vector Machine (SVM). O algoritmo SVM classifica dados construindo um 
hiperplano separador para distinguir e identificar dois tipos de classes di-
ferentes, determinando pontos entre dois universos de domínio, normal-
mente traçando uma linha (ou vetor), diferenciando os dados de ambos 
os lados (GONZALEZ et al., 2005). Um detalhe importante é que o vetor 
traçado entre os pontos é realizado de forma simétrica, ou seja, a distân-
cia do vetor até os pontos terá o mesmo tamanho, formando as margens 
como mostrado na Figura 5. 

Figura 5

Fonte: adaptada de Russell e Norvig (2010)

Exemplo da aplicação do SVM
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Na Figura 5, são demonstrados os passos da aplicação do algorit-
mo SVM. Do lado (a), as duas classes foram identificadas em pontos com 
círculos escuros e claros. No lado (b), o separador de margem máxima 
1 (linha diagonal) fica no ponto médio da margem (área entre as linhas 
tracejadas). Os vetores de suporte (pontos com círculos grandes) são os 
exemplos mais próximos do separador.

Para os casos de dados não lineares, o SVM contém a capacidade de 
incorporá-los em um espaço de maior dimensão. Com a adição da dimen-
são, fica facilmente separável, possibilitando a identificação dos pontos 
desejados (RUSSELL; NORVIG, 2010).

Figura 6

Fonte: Adaptada de Russell e Norvig (2010)

Aplicação do SVM com adição de uma dimensão

O exemplo da Figura 6, adaptada de Russell e Norvig (2010), mostra 
como é realizada a criação de uma nova dimensão para possibilitar passar 
o hiperplano separador. Na Figura 6(a), um treinamento bidimensional 
é definido com exemplos positivos, como círculos escuros, e exemplos 
negativos, como círculos claros. Já na 6(b), existem os mesmos dados, 
porém com a inclusão de um mapeamento em um espaço de entrada tri-
dimensional. Os dados que não podem ser separados no limite de decisão 
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circular de forma linear são projetados em um plano bidimensional (a) 
para um plano tridimensional (b).

Devido a sua alta capacidade de generalização, o SVM tem sido em-
pregado com sucesso para resolver problemas de classificação diversos, 
em alguns deles em combinação com outros algoritmos. Como ilustra-
ção, Silva et al. (2017) utilizaram um Padrão Binário Local (LBP) – descri-
tor de texturas que realiza uma operação matemática sobre cada pixel, 
gerando uma nova imagem de padrões binários locais – em conjunto 
com o SVM. O objetivo foi indicar a presença ou não de Glaucoma, doen-
ça óptica que causa dano irreversível ao nervo óptico e é a segunda causa 
de cegueira no mundo.

4. Exemplos de aplicações

O aprendizado de máquina supervisionado tem ganhado cada vez 
mais espaço em diversas áreas de aplicação, nas quais se enxergou uma 
maneira de automatizar tarefas específicas de modo a diminuir o risco e 
aumentar a eficiência de sua execução. Nessa seção, são descritos exem-
plos de aplicações desses algoritmos em casos reais. O Quadro 2 mostra 
um panorama de soluções de aplicações práticas utilizando aprendizado 
supervisionado.

Quadro 2 Exemplos de aplicações que utilizam aprendizado supervisionado

Aplicações Práticas Utilizando Aprendizado Supervisionado

Título do trabalho Algoritmo utilizado Solução

Mineração de dados em 
triagem de risco de saúde 
(MACIEL, 2015)

Árvore de decisão

Utiliza classificadores para 
identificar o risco de vida de 
pacientes após a aferição de 
alguns dados

Continua
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Título do trabalho Algoritmo utilizado Solução

Análise de sentimento em 
textos escritos na Web 
(LUNARDI; VITERBO FILHO; 
BERNARDINI, 2015) 

k-NN, Naive Bayes, 
Árvore de decisão

Analisa textos escritos nas 
seções de comentários ou em 
redes sociais para classificá-
-los em sentimentos positi-
vos ou negativos

Usando o classificador Naive-
Bayes para geração de alertas 
de risco de óbito infantil 
(SILVA et al., 2017)

NaiveBayes

Utiliza o classificador Naive-
Bayes para calcular a proba-
bilidade de uma criança vir a 
óbito com base nos atributos 
fornecidos

Uma abordagem utilizando 
aprendizado de máquina para 
prever distribuição do car-
bônico orgânico total (LEE; 
WOOD; PHRAMPUS, 2019)

k-NN

Utiliza um algoritmo de 
aprendizado supervisionado 
para estimar a distribuição 
do carbono orgânico total no 
mar baseando-se em proprie-
dades geofísica e geoquímica

Mineração de dados educa-
cionais: uso de redes neurais 
artificiais na predição do per-
fil acadêmico do aluno IFAL 
Campus Maragogi (SILVA; 
CRUZ, 2019)

Redes neurais

Utiliza redes neurais artifi-
ciais como ferramenta na 
predição de perfis discentes 
através da análise de dados 
históricos

Detecção de falhas em redes 
de sensores sem fio usando 
SVM (ZIDI; MOULAHI; ALAYA, 
2018)

SVM

Utiliza o aprendizado supervi-
sionado através do algoritmo 
SVM para definir uma função 
de decisão e detectar senso-
res irregulares

4.1. Classificação de riscos de pacientes através de árvore de decisão

Maciel et al. (2015) apresentam um passo a passo de utilização do 
processo KDD na área de saúde, através do uso de dados que foram gera-
dos por uma Unidade de Pronto Atendimento (UPA) do Sistema Único de 

Conclusão
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Saúde (SUS) brasileiro. Os dados são referentes à etapa de triagem de ris-
co de vida, em que os pacientes são recepcionados e seus sinais vitais são 
mensurados, tais como pressão arterial, frequência cardíaca, temperatu-
ra, peso e abertura ocular. O risco pode ser classificado em eletivo, baixo, 
médio ou alto. O método utilizado é baseado no algoritmo de árvore de 
decisão, chamado de C4.51. O resultado desse trabalho contribuiu para 
auxiliar no entendimento de que tipos de características dos pacientes 
são mais determinantes para a classificação de risco.

4.2. Utilização dos algoritmos k-NN, NaiveBayes e árvore de decisão 
para análise de sentimentos 

Lunardi, Viterbo Filho e Bernardini (2015) realizaram um levanta-
mento de quais são os algoritmos mais usados nos principais trabalhos 
publicados com a utilização de aprendizado supervisionado na análise de 
comentários de usuários nas redes sociais, sites sobre filmes e vendas 
de produtos. Diversos algoritmos foram apontados, como NaiveBayes, 
SVM, árvores de decisão e k-NN, demonstrando a plena aplicação dessas 
técnicas para o tipo de solução proposta. Além disso, indicaram diversas 
aplicações do aprendizado supervisionado em problemas comuns encon-
trados na área de tecnologia, como sumarização, sistemas de recomen-
dação, direcionamento de marketing e sistemas educacionais.

4.3. Classificação e cálculo de risco de óbito infantil utilizando NaiveBayes

Silva et al. (2017) utilizaram o classificador NaiveBayes para calcu-
lar a probabilidade de óbito infantil de acordo com atributos da mãe e da 
criança. Dessa forma, conseguiram prever os casos mais urgentes para 
priorizar o atendimento. O trabalho reuniu dados das bases públicas Sis-
tema de Informação de Mortalidade (SIM) e Sistema de Informação sobre 
Nascidos Vivos (SINASC) fornecidos pelo Departamento de Informática do 
Sistema Único de Saúde (DATASUS). Com a integração dos dados dessas 

1  Foi utilizado o software open-source que se chama Waikato Environment for Knowledge Analy-
sis (WEKA).
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bases, foi possível diferenciar as crianças que sobreviveram e as que fale-
ceram antes de completarem um ano de idade. Assim, a integração desses 
dados produziu um dataset com vários atributos (idade da mãe, peso ao 
nascer, local do nascimento, tipo do parto, quantidade de consultas no 
pré-natal etc.) que foram utilizados para a etapa de análise e testes.

O trabalho realizou experimentos e comparações com outros algo-
ritmos, tais como: k-NN, SVM, redes neurais artificiais, entre outros. A fi-
nalidade foi identificar os melhores algoritmos para o escopo da previsão 
da mortalidade infantil, sendo o classificador NaiveBayes o mais eficiente 
nesse contexto. Após essa análise, o modelo gerado pelo algoritmo foi 
aplicado para classificar os riscos de novos pacientes virem a óbito e, em 
seguida, calcular qual a probabilidade desse fato acontecer.

4.4. Previsão do total de carbono orgânico no fundo do mar global com 
o algoritmo k-NN

Uma pesquisa desenvolvida por Lee, Wood e Phrampus (2019) uti-
lizou o aprendizado supervisionado aplicando o algoritmo k-NN para re-
alizar uma estimativa da distribuição de carbono no fundo do mar em 
todo o mundo. Através da observação das quantidades conhecidas ou 
estimadas de atributos como profundidade da água, distância da costa e 
temperatura da água no fundo do mar, a abordagem previu semelhanças 
em pontos do fundo do mar que geograficamente estão distantes, mas 
muito próximos de acordo com os valores previstos. A utilização do k-NN 
nesta aplicação conseguiu uma estimativa consistente do total de carbo-
no orgânico, baseando-se em dados geológicos e de fácil atualização em 
todos os pontos do fundo do mar.

4.5. Utilização de redes neurais artificiais para prever perfil acadêmico 
do aluno

Um estudo de caso apresentado por Silva e Cruz (2019) utilizou mi-
neração de dados educacionais e implementação de redes neurais artifi-
ciais para identificar e predizer os perfis de alunos do Campus Maragogi do 
Instituto Federal de Alagoas. Com isso, foi possível diminuir o tempo em-
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pregado pela instituição para levantar prováveis problemas educacionais 
e adotar medidas para combater os elevados índices de evasão escolar e 
reprovação. A pesquisa usou uma abordagem quantitativa e buscou mo-
delos nos dados coletados, o que permitiu elaborar um perfil do aluno por 
meio da análise, considerando sua performance na vida acadêmica. Como 
resultados, após a aplicação das redes neurais artificiais, foi possível iden-
tificar padrões e predisposições que originariam discentes bem-sucedidos 
e quais padrões seriam causadores de dificuldades para os alunos.

4.6. Utilização de SVM para detecção de sensores anômalos em redes 
de sensores sem fio

Zidi, Moulahi e Alaya (2018) aplicaram o aprendizado de máquina 
supervisionado utilizando a técnica de SVM para identificar falhas em 
sensores de redes sem fio. Estes dispositivos eletrônicos podem apresen-
tar falhas de hardware (unidade de energia, unidade de detecção etc.), 
software (problemas nos programas dos sensores) ou de comunicação 
(devido a falhas no transceptor). Problemas relacionados a falha nos da-
dos também podem ocorrer, causando um mau funcionamento em toda 
a rede. É possível que esse tipo de falha aconteça de forma simultânea ou 
separada, além de ocorrer continuamente em um intervalo de tempo ou 
instantaneamente. Nessa pesquisa, o SVM foi implementado para classi-
ficar os dados recebidos do sensor, permitindo a detecção de falhas. 

5. Desafios

Os desafios acerca da utilização e evolução dos métodos de apren-
dizado supervisionado se confundem com os desafios do aprendizado 
de máquina em geral e são apresentados a seguir através da separação 
de áreas em que esses desafios estão normalmente se impondo (HALL; 
PHAN; WHITSON, 2016).
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5.1 Desafios organizacionais

A escassez de profissionais capacitados na área continua sendo um 
dos desafios, devido à necessidade de capacitação demandar um misto 
de habilidades em ciência da computação, matemática e expertise no 
domínio do negócio. Associado a isso, é necessário que se realize a ponte 
entre as demandas dos negócios e as possibilidades das áreas de Tecno-
logia da Informação das empresas e de seus profissionais. Espera-se que 
isso alavanque uma mudança cultural da empresa para que decisões em 
diversas áreas sejam baseadas em dados.

5.2 Desafios com dados

Dados com informações ausentes, conflitantes ou até com erros 
precisam de análise minuciosa e de correções. Dados muito antigos ou 
enviesados podem fazer perder o valor dos resultados obtidos. Para que 
seja possível a utilização plena dos algoritmos de aprendizado supervi-
sionado, grande parte do tempo é gasto com tratamento e pré-processa-
mento dos dados.

Aspectos de segurança da informação e governança devem ser le-
vados em consideração sempre no início de qualquer trabalho envolven-
do dados dentro da empresa, para que os conflitos entre a área de ciência 
de dados e de governança da informação possam ser constantemente 
gerenciados de forma colaborativa.

Em muitos casos, o maior valor de um processo completo de des-
coberta de conhecimento a partir de bases de dados acontece quando há 
integração entre bases de dados distintas. Para isso, entretanto, é preciso 
realizar tarefas de integração de dados que envolvem seleção de variáveis, 
alinhamento no tempo e identificação única de entidades.

5.3 Desafios na infraestrutura

As tecnologias de armazenamento de dados vêm avançando na 
busca de facilitar o gerenciamento de dados não estruturados, semies-
truturados e/ou estruturados em tarefas de aprendizado de máquina. Al-
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gumas plataformas estão se tornando populares como, por exemplo, o 
Hadoop, Cassandra, S3 e Redshift. São plataformas voltadas para o pro-
cessamento de grandes volumes de dados com alta disponibilidade.

O poder de processamento também é um problema a ser cada vez 
mais enfrentado, pois as tarefas de aprendizado de máquina demandam 
muito processamento, seja nas etapas de pré-processamento ou de trei-
namento e teste de modelos. No que diz respeito à infraestrutura, o uso 
de discos de armazenamento de alta performance tem sido cada vez mais 
recomendado, assim como arquiteturas especiais ainda sob medida para 
casos de processamento distribuído.

A utilização de infraestrutura em nuvem tem suprido diversas neces-
sidades devido à sua característica de elasticidade; a infraestrutura é aloca-
da apenas quando demandada pelo usuário, que paga apenas pelo seu uso.

5.4 Desafios na modelagem de aprendizado

A grande diferença entre o aprendizado de máquina e os sistemas 
de informação baseados em regras tradicionais é que os modelos de 
aprendizado utilizam muitas variáveis implícitas. A necessidade de inter-
pretação dos resultados dos algoritmos ainda é um problema na adoção 
da tecnologia, pois a maioria dos algoritmos é do tipo “caixa-preta”. As 
soluções nesse sentido estão adotando abordagens híbridas para encon-
trar o equilíbrio entre boa acurácia e interpretabilidade dos resultados. 

A implantação de técnicas mais modernas de aprendizado de má-
quina em substituição a sistemas tradicionais é uma decisão desafiadora, 
pois adiciona complexidade na sua interpretação e documentação e deve 
ser feita apenas quando o negócio demandar. No caso de modificações 
em processos de negócio já consolidados, a recomendação é que a im-
plantação de funções preditivas aconteça de forma paralela ou comple-
mentar aos processos de negócio já existentes.

5.5 Desafios na operação e produção

Dependendo da realidade da empresa, existe ainda uma grande la-
cuna entre os ambientes de desenvolvimento, que são geralmente desen-
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volvidos em linguagens interpretadas como R ou Python, e o ambiente 
produtivo, uma vez que a performance exigida, de apenas alguns milisse-
gundos de tempo de resposta, requer ambientes com alta performance. 
Esses ambientes utilizam, muitas vezes, linguagens como C ou Java, pois 
vão lidar com grandes volumes de dados que podem, inclusive, ser produ-
zidos em tempo real e não são experimentados em um notebook pessoal.

Quando modelos são avaliados como prontos para estarem em 
produção, eles vão perdendo sua acurácia à medida que os dados vão 
crescendo e eles precisam ser retroalimentados e gerados em uma nova 
versão. É preciso cuidar do processo de monitoramento e gerenciamen-
to de modelos, através do rastreamento de versões, documentação e da 
evolução do processo decisório dos modelos implantados.

5.6 Desafios na pesquisa

Os desafios na pesquisa envolvendo aprendizado de máquina su-
pervisionado se dão em diversos contextos e áreas de aplicação. 

Existem inúmeros desafios nas pesquisas que envolvem o uso de 
aprendizado de máquina em ambiente de Big Data (ZHOU et al., 2017). 
Especificamente com aprendizado supervisionado, destacam-se os de-
safios encontrados na paralelização na execução de algoritmos, com o 
objetivo de torná-los mais eficientes frente ao grande volume de dados.

Na aplicação de aprendizado supervisionado na área da saúde, por 
exemplo, um dos maiores desafios é o desenvolvimento de mecanismos de 
medições de erros, pois as bases de dados da saúde possuem informações 
que não são corretamente capturadas, por motivos como falhas em instru-
mentos, respostas humanas a questionários com alto nível de incerteza ou 
até erros na transformação de dados (JIANG; GRADUS; ROSELLINI, 2020). 

De uma forma geral, de acordo com o trabalho apresentado por 
Patel e Sarvakar (2014), os principais desafios na pesquisa envolvendo 
algoritmos de classificação são: (i) limpeza de dados, tendo em vista que 
em muitos conjuntos de dados é necessário realizar, na etapa de pré-pro-
cessamento dos dados, a identificação, remoção ou alteração de dados 
incorretos ou ausentes; (ii) seleção de atributos, que refere-se à necessi-
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dade de remover as variáveis desnecessárias ou irrelevantes para o mo-
delo – essa ação ajuda a otimizar a performance dos algoritmos, reduzin-
do o tempo necessário para a etapa de treinamento; (iii) necessidade de 
normalização para que os dados possam estar em uma faixa menor de 
dados e abreviações de modo que seja possível resumi-los em conceitos 
de maior nível de abstração – por exemplo, alterar valores discretos para 
uma variável apenas com categorias como “baixo”, “médio” e “alto” vai 
fazer com que os algoritmos sejam executados com operações com uma 
quantidade menor de dados de entrada e saída.

6. Considerações finais

O aprendizado de máquina supervisionado deixou de ser uma pro-
messa e já faz parte da realidade da sociedade, mesmo de quem não o 
perceba. Consultas realizadas na Internet, pesquisas de itens em e-com-
merce, formulários de satisfação ao cliente, autoatendimentos, eletro-
domésticos e os mais diversos serviços virtuais podem estar utilizando 
técnicas apresentadas neste capítulo para realizar uma tarefa específica. 

Nesse contexto, este capítulo apresentou diversos cenários em que 
o aprendizado supervisionado pode ser aplicado. De acordo com as ten-
dências descritas, será possível ver cada vez mais cenários de uso e uma 
maior eficácia na utilização dessas técnicas. A tecnologia está ficando 
cada vez mais popular, e os engenheiros de software e cientistas da com-
putação têm adquirido uma visão ampla da área, entendendo as vanta-
gens que podem ser obtidas com as evoluções que já ocorreram com 
essa tecnologia. Ao mesmo tempo, esses profissionais enxergam quais 
avanços ainda estão para acontecer e o que limita o seu uso atualmente.

Nesse sentido, a cautela e o bom senso devem ser levados em 
consideração nos momentos em que a tecnologia transpuser barreiras 
morais, podendo colocar em risco a privacidade das pessoas humanas. 
Vale salientar a importância dessa discussão sobre a ética no uso des-
ses dados, de forma a não criar modelos que continuem a seguir vieses 
comportamentais presentes em nossa sociedade, como racismo, favore-
cimentos, injustiças. A interpretabilidade dos modelos deve ser sempre 
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buscada pela comunidade para entender esses desvios e evitá-los, corri-
gindo eventuais distorções.

Essas preocupações de forma alguma podem colocar em questiona-
mento o uso da tecnologia, que demonstra ser muito mais benéfica do que 
qualquer dificuldade encontrada. Assim, espera-se cada vez mais evoluções 
na área acadêmica e corporativa da tecnologia discutida neste trabalho.
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1. Introdução

A Tecnologia da Informação (TI) vem despontando como uma área 
de grande importância para diversos setores da sociedade, impactando 
diretamente nas atividades acadêmicas, comerciais e servindo de molde 
para a construção de um novo escopo social (RAMOS, 2015). 

Desde o surgimento dos primeiros computadores, o homem bus-
ca entender como programá-los para que possam “aprender” e melhorar 
automaticamente com suas próprias experiências ou dados inferidos. 
Nesse contexto, segundo Mitchell (1997), o processo de aprendizado de 
máquina é definido formalmente por um sistema computacional que 
busca realizar uma tarefa T, aprendendo a partir de uma experiência E, 
procurando melhorar uma performance P. 

Ou seja, a partir de um grande volume de dados, um algoritmo 
pode ter a capacidade de aprender a atingir seus objetivos, constituindo 
assim experiências focadas em tarefas específicas que tendem a melho-
rar sua performance perante um maior número de exemplos obtidos.

O Aprendizado de Máquina, do inglês Machine Learning, é um dos 
principais pilares dessa nova era da Indústria, pois permite a extração de 
informação utilizando dados de forma eficiente e eficaz (FREITAS; SAN-
TANA JUNIOR, 2019). Dessa forma, a eficiência está diretamente asso-
ciada aos dispositivos de baixo custo voltados para computação de alto 
desempenho. A eficácia relaciona-se à qualidade dos dados disponíveis e 
dos modelos de aprendizado obtidos. 

No contexto computacional, existem muitos algoritmos eficazes 
para determinados tipos de aprendizado, entre os quais destacam-se 
aqueles que têm seu enfoque no aprendizado não supervisionado (LO-
PEZ, 2010). Neste tipo de aprendizado, a informação dos rótulos histó-
ricos é inexistente, ou seja, não se tem as informações das saídas dese-
jadas a serem estimadas e, por esse motivo, dizemos que os dados são 
não rotulados (ESCOVEDO; KOSHIYAMA, 2020). Sendo assim, o algorit-
mo não recebe, ao longo do seu treinamento, os resultados esperados; 
deve descobri-los por si só, por meio da exploração dos dados, os possí-
veis relacionamentos entre eles. Perante tal cenário, uma das tarefas de 
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aprendizado não supervisionado visa identificar similaridades nos dados 
analisados e agrupá-los de acordo com estas. Essa tarefa é chamada de 
agrupamento ou clusterização. 

Segundo Lopez (2010), quando o objetivo é descobrir atividades 
úteis e desejadas através de tentativa-e-erro e de processos auto-organi-
záveis, estabelecendo relações de semelhança entre itens, elementos ou 
perfis, então tem-se uma abordagem prática de agrupamento. Assim, uma 
das aplicações desse modelo não supervisionado busca categorizar uma 
dada entrada, tentando responder se ela pertence a um grupo já existente 
ou se será necessário criar um novo grupo para incluí-la (HAYKIN, 2007). 

Vale ressaltar que o aprendizado não supervisionado apresenta 
algumas tarefas possíveis de serem empregadas além do agrupamen-
to, como, por exemplo, as regras de associação (AGRAWAL; IMIELINSKI; 
SWAMI, 1993). Este capítulo tem como foco a tarefa de Agrupamento ou 
Clusterização, que objetiva agrupar as instâncias de dados de interesse 
ou separar os registros de um conjunto de dados em subconjuntos, fa-
zendo com que tais instâncias contidas em um respectivo grupo possu-
am alta similaridade (CARVALHO, 2014).

O aprendizado de máquina não supervisionado baseado em agru-
pamento possui desafios considerados, muitas vezes, mais complexos do 
que aqueles de outros modelos conhecidos. Tal afirmação é concebida 
tendo como justificativa o fato de trabalhar-se com dados não rotulados, 
ou seja, sem a convicção de quantas ou de quais classes existem. Entre-
tanto, mesmo diante dessa dificuldade, sistemas de recomendação de 
filmes ou músicas, detecção de anomalias e visualização de dados são 
exemplos de algoritmos muitas vezes baseados nos princípios que per-
meiam o contexto do aprendizado não supervisionado por agrupamento 
(HONDA; FACURE; YAOHAO, 2017).

Dessa maneira, inúmeros softwares são desenvolvidos utilizando os 
princípios úteis de algoritmos dessa categoria de aprendizado. Isso faz 
com que importantes aplicações comerciais modelem suas arquiteturas 
nas concepções que permeiam o aprendizado de máquina não supervi-
sionado, a exemplo de sistemas de comércio eletrônico e aplicações de 
análise de crédito.
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Considerando a vasta gama de aplicações que utilizam métodos 
não supervisionados baseados em agrupamento, esta tarefa é o tema 
central abordado neste capítulo. Assim, este capítulo tem por objetivo 
prover uma introdução aos princípios que permeiam o aprendizado de 
máquina não supervisionado, procurando apresentar especificamente 
técnicas de agrupamento. Para isso, a Seção 2 traz uma introdução aos 
fundamentos teóricos inerentes ao tema, além de abordar alguns méto-
dos de agrupamento. Na Seção 3, o foco está direcionado para técnicas 
de agrupamento, demonstrando conceitos, exemplos e trabalhos rela-
cionados. Na Seção 4, explicita-se de forma mais detalhada as diferen-
tes maneiras possíveis de representar-se um cluster. A Seção 5 apresenta 
exemplos de algoritmos aplicados a agrupamento. A Seção 6 descreve os 
principais desafios ao lidar com o presente tema. Por fim, na Seção 7, são 
abordadas as considerações finais.

2. Fundamentação teórica

Esta seção introduz os principais conceitos e princípios que com-
põem e descrevem o aprendizado de máquina não supervisionado, no 
contexto da tarefa de agrupamento.

2.1. Processo de KDD

Segundo Fayyad, Piatetsky-Shapiro e Smyth (1996), o processo de 
descoberta de conhecimento, do inglês Knowledge Discovery in Databases 
(KDD), é um conjunto de passos que têm por objetivo a revelação de co-
nhecimento útil a partir de dados. O KDD é um processo não trivial que 
objetiva identificar padrões válidos, novos, potencialmente úteis e com-
preensíveis nos dados (FAYYAD; PIATETSKY-SHAPIRO; SMYTH,1996). O 
termo “não trivial” é, na verdade, uma referência à execução de uma série 
de etapas complexas, que visam a alcançar a identificação de padrões que 
sejam “úteis” e de fácil compreensão em um contexto de análise de dados 
(MOURA, 2018).

O processo de KDD é constituído de etapas, que são executadas de 
forma interativa e iterativa. Interativa porque envolvem um conjunto de 
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atividades em que o resultado de uma etapa depende da outra. Iterati-
va porque esse processo não é executado de forma sequencial; envolve 
repetidas seleções de parâmetros e conjunto de dados, possibilitando, 
inclusive, que a pessoa responsável pela análise dos dados interfira nas 
demais atividades, orientando a execução do processo. Dessa forma, cada 
etapa pode ser repetida uma ou mais vezes (MOURA, 2018), dependendo 
da necessidade de rever ou refinar dados ou resultados obtidos.

As etapas do processo de KDD, mencionadas por Fayyad, Piatetsky-
-Shapiro e Smyth (1996), podem ser divididas em:

1.	 Seleção – etapa de coleta e organização dos dados;

2.	 Pré-processamento – os dados são adequados ou corrigidos, de modo 
que, ao final desta etapa, eles estejam em formato correto, sem duplici-
dade, limpos e consistentes;

3.	 Transformação – etapa que se dedica à conversão de dados ou formatos, 
caso seja necessária, e ao seu armazenamento, a fim de facilitar a aplica-
ção de técnicas de mineração de dados;

4.	 Mineração de dados – atividade dedicada à busca pelo conhecimento, a 
partir do uso de algoritmos para descoberta de padrões;

5.	 Interpretação e avaliação – etapa que tem por objetivo interpretar os da-
dos obtidos a partir das análises realizadas e verificar sua relevância para 
o problema proposto.
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Figura 1

Fonte: adaptada de Fayyad, Piatetsky-Shapiro e Smyth (1996 apud STEINER et al., 2006)

Etapas do processo de KDD

Segundo Steiner et al. (2006), no contexto geral, o KDD refere-se a 
todo processo de descoberta do conhecimento útil em uma base de da-
dos, sendo a mineração de dados o principal estágio do KDD, referindo-se 
à utilização das técnicas de aprendizado de máquina visando a extração 
dos modelos de conhecimento (Figura 1).

2.2. Aprendizado de máquina

O ser humano detém a capacidade de adquirir conhecimento através 
de experiências vividas. Norteando-se por este princípio, a tentativa de si-
mular tal característica humana em computadores é chamada de aprendi-
zado de máquina. Esta área busca desenvolver métodos de modo a permitir 
que computadores aprendam com experiências passadas (BISHOP, 2006).

As técnicas de aprendizado de máquina podem ser capazes de 
gerar modelos que consigam, de forma automática, reconhecer ou imitar 
formas humanas de se comportar (PORTO FILHO, 2017). De maneira 
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geral, tais técnicas de aprendizado podem ser divididas entre aprendizado 
supervisionado e aprendizado não supervisionado (WITTEN; FRANK; 
HALL, 2011).

No aprendizado supervisionado objetiva-se construir um modelo 
que possa ser utilizado para predizer qual será a classe/saída para novas 
instâncias ou registros (WITTEN; FRANK; HALL, 2011). Já para a catego-
ria não supervisionada, não se utilizam informações das variáveis de sa-
ída, fazendo com que dados de entrada passem por uma análise e sejam 
agrupados conforme a proximidade dos seus valores (ROZA, 2016). 

2.3. Aprendizado de máquina não supervisionado

Ao operar dados não rotulados, sem se ter a informação de quantos 
ou de quais grupos realmente existem, observa-se claramente a aplica-
ção prática do aprendizado de máquina não supervisionado com base em 
agrupamento. O objetivo dessa técnica é classificar as entidades em gru-
pos mutuamente exclusivos baseando-se na similaridade das instâncias 
(PORTO FILHO, 2017). 

Essa estratégia é utilizada para encontrar subgrupos de objetos, 
sendo que tais subgrupos não são predefinidos e nem criados baseados 
nas respostas de uma programação realizada por um operador. O agru-
pamento identifica semelhanças nos dados e reage mediante a presença 
ou ausência de tais semelhanças em cada novo dado apresentado; daí o 
nome de tarefa não supervisionada.

Assim, a ideia do agrupamento é encontrar clusters (grupos) no con-
junto de dados, fazendo com que os itens de um mesmo cluster sejam os 
mais parecidos possíveis, enquanto os itens dos demais clusters sejam os 
mais diferentes possíveis. A semelhança ou diferença entre os dados é obti-
da de acordo com algoritmos de similaridade adotados (MITCHELL, 1997). 

2.4. Agrupamento

Como foi citado anteriormente, o aprendizado de máquina não su-
pervisionado é focado na análise de dados que não possuem um deter-
minado rótulo ou agrupamento predeterminado. O agrupamento consis-
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te na separação de dados em grupos (clusters). Linden (2009) diz que o 
agrupamento pode ser o nome dado ao conjunto de técnicas computa-
cionais cujo propósito consiste em separar os elementos em grupos. Tais 
agrupamentos baseiam-se nas características dos dados e na similarida-
de entre estes, formando, assim, grupos mutuamente exclusivos.

Analogamente, esta técnica é utilizada também pelos seres hu-
manos, quando, por exemplo, um médico estuda algum fenômeno que 
intercorre entre um grupo de pessoas, observa suas características e o 
descreve como uma doença X. Com base nesse conhecimento adquirido 
e por meio de uma massa de dados (pessoas que possuem os mesmos 
sintomas), consegue-se categorizar e descrever um catálogo de doenças, 
gerando novos conhecimentos a partir dessas informações, sendo que 
um destes conhecimentos pode ser a pesquisa de uma cura. 

Com essa premissa, o aprendizado de máquina não supervisionado 
veio auxiliar o homem na extração de conhecimento em grandes massas 
de dados. Como apresentam Henning et al. (2016), o conhecimento vem 
crescendo, e uma demonstração deste crescimento é observada na orga-
nização e no agrupamento de tudo que foi aprendido, como é o caso do 
conhecimento da área biológica, em que toda organização acontece em 
clusters hierárquicos. Astrônomos agrupam planetas e galáxias por seus 
formatos, suas cores e pela curvatura da luz entre eles; empresas analisam 
seus produtos e usuários baseando-se em seus comportamentos comuns. 

Para que um cluster seja definido, tal decisão depende do proble-
ma e/ou da área de conhecimento que se deseja atingir. Milligan (1996) 
diz que, primeiramente, é preciso escolher os dados que serão usados. 
Existem diversos tipos de dados que podem ser utilizados e nem sempre 
todas as informações em uma massa de dados serão importantes para o 
conhecimento que se deseja obter. 

Outro ponto que vale ressaltar é que dentro da massa de dados é 
possível encontrar representações de dados de difícil interpretação do 
ponto de vista computacional, como objetos complexos. Sabendo disso, 
faz-se necessária uma etapa de ajuste e conformidade dos dados, regu-
lando-os para que sejam legíveis para a máquina. A Seção 2.5 discorre 
mais sobre o assunto.
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Quando se inicia o trabalho com agrupamento, pode-se pensar que 
quanto mais clusters melhor. Tal afirmação, porém, apresenta um risco, 
pois uma granularização tão numerosa implica uma grande quantidade 
de clusters, que serão, consequentemente, cada vez menores. Isso torna 
mais difícil de obter conhecimentos, uma vez que há poucas evidências 
sobre dado fenômeno. Por outro lado, a escolha de poucos clusters pode 
acarretar a impossibilidade de se extrair o conhecimento, já que existe 
pouco agrupamento. 

A definição de quantos clusters seriam ideais para uma determina-
da aplicação pode variar muito com base nos dados e no fenômeno que 
se deseja estudar. Uma avaliação sobre os dados e o domínio que se dese-
ja estudar deve ser feita; com isso, será possível ter uma noção da quan-
tidade de clusters necessários para sua aplicação. Como Hennig e Liao 
(2013) afirmam, o processo de selecionar um método de identificação do 
número de clusters e a interpretação de seu resultado está diretamente 
ligado ao entendimento da representação dos dados, sendo importante 
que a quantidade de clusters apropriada seja utilizada. 

Existem algumas técnicas que permitem identificar a quantidade ide-
al de clusters que uma aplicação deve ter de uma forma mais genérica, le-
vando em consideração o tamanho do conjunto de dados. Alguns exemplos 
de algoritmos que auxiliam nessa atividade são o Elbow e o AverageSilhou-
ette (ALVES, 2018). Seus algoritmos são apresentados posteriormente.

2.5. Análise de objetos para uso em clusters

Segundo Gordon (1981), existem diversas formas de entradas de 
dados, tanto dados simples quanto mais complexos. Tais dados podem 
representar várias informações e possuir diferentes tipos, como (GOR-
DON, 1981): 

	◼ vetor de diferentes tipos de dados (incluindo objetos complexos);

	◼ atributos com coordenadas geográficas;

	◼ dados numéricos, como umidade, temperatura, distância;
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	◼ dados categóricos (podem assumir um valor dentro de um conjunto de in-
formações predefinidas), como patentes militares (soldados, capitão, cabo), 
usuários num sistema (administrador, cliente, operário, motorista), valores 
booleanos que são do tipo se alguém está doente (verdadeiro ou falso). 

Tendo em vista a possibilidade de o quantitativo de objetos no con-
junto de dados influenciar no processamento dos clusters, é necessário 
saber quais dados são realmente importantes para extraí-los. Linden 
(2009) comenta que um conjunto de dados extenso é muitas vezes inútil 
e faz com que o nível de complexidade no processamento dos clusters en-
tre em ordem exponencial. Por exemplo, caso se deseje fazer a execução 
da tarefa de agrupamento definindo 6 clusters e possuindo 200 informa-
ções a serem processadas e organizadas, existem 6200 = 4,268e+155 possí-
veis comparações – lembrando que cada dado pode ser comparado entre 
si, em busca da similaridade; ao final, são organizados 6 grandes grupos 
contendo dados similares. Dessa forma, caso fosse utilizado um compu-
tador que consegue calcular 109 dados por segundos, seriam necessários 
1.148 anos para finalizar, pois são mais de 154 ordens de grandeza. Por 
isso a necessidade de filtrar os dados e buscar uma heurística que seja 
eficiente para o conjunto de dados a ser analisado.

3. Classificação de métodos de agrupamento

Há diferentes abordagens para a análise e o processamento de clus-
ters, que se diferem, em suma, pelo modo como os clusters se relacionam 
no momento do agrupamento. A divisão primária clássica de métodos 
de agrupamento envolve os métodos hierárquicos e os não hierárquicos 
(JAIN; DUBES, 1988), a serem apresentados com mais detalhes a seguir.

3.1. Métodos não hierárquicos (partitivos)

O método não hierárquico funciona no formato baseado em um úni-
co cluster, que contém a quantidade total de informações inicialmente co-
nhecidas; no decorrer do processamento, o cluster vai sendo dividido em 
clusters de tamanhos iguais sem sobreposição. O particionamento aconte-
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ce com base em seus centroides, que funcionam como um ponto central 
imaginário ou real, no qual o cluster é formado, ou seja, quando ocorre a 
divisão com base em suas similaridades, os dados que são similares agru-
pam-se em um ponto, ao qual chamamos de centroides. Vale ressaltar que 
o particionamento é executado até que a quantidade de clusters se iguale à 
quantidade ideal definida anteriormente para o processamento. 

Fávero et al. (2009) comentam que os procedimentos não hierár-
quicos são métodos que possuem como objetivo encontrar diretamente 
uma separação em n elementos dentro de K clusters, de modo a satisfazer 
dois requisitos básicos, como similaridade entre os dados e isolamento 
dos clusters formados.

Fávero et al. (2009) destacam que os métodos não hierárquicos 
fornecem uma série de soluções para diferentes agrupamentos de da-
dos. Além da diversidade de aplicações, comentam que a probabilidade 
de ocorrerem agrupamentos errados é menor em métodos não hierár-
quicos, mas há uma certa dificuldade em encontrar o número de clusters 
de partida. Pode-se definir o funcionamento do método não hierárquico 
(partitivo) da seguinte forma:

1.	 Faz-se uma divisão inicial dos elementos em K clusters, definidos pelo 
analista, com base nos dados que deseja analisar;

2.	 Executa-se o cálculo a partir da partição do cluster inicial. O cálculo é, por 
exemplo, por meio da distância euclidiana dos centroides de cada ele-
mento na base de dados;

3.	 Agrupam-se os elementos aos clusters que os centroides estão próximos;

4.	 Executa-se a atualização dos centroides, possibilitando as novas parti-
ções. Volta-se para o segundo passo, realizando o cálculo com base nos 
novos clusters criados. Essa ação ocorre até que não haja uma variação 
tão significativa nas distâncias mínimas de cada elemento da base de 
dados a cada um dos centroides dos K clusters. Também pode ser im-
posta uma condição a cargo do analista para que a separação seja dada 
como satisfeita. 
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3.2. Métodos hierárquicos

O método hierárquico consiste em realizar uma sequência de par-
tições aninhadas objetivando criar grupos e subgrupos (ROKACH; MAI-
MON 2005). Existem duas categorias desse método: o agrupamento por 
aglomeração e o agrupamento por divisão.  

3.2.1. Agrupamento por aglomeração

Linden (2009) explica que o agrupamento por aglomeração consiste 
na criação dos clusters com base em dados isolados. A distância entre os 
dados possui importância para o funcionamento do método, pois, median-
te tal distância, é possível definir qual o raio de busca, considerando que o 
método irá agrupar os dados nos clusters baseando-se nas similaridades. O 
comportamento desse tipo de método funciona da seguinte forma:

1.	 Gera-se um cluster para cada dado;

2.	 Encontram-se os clusters mais similares, de acordo com a medida de dis-
tância definida;

3.	 Os clusters encontrados juntam-se em um novo cluster, e sua distância 
para todos os outros dados é recalculada;

4.	 Os passos 2 e 3 são repetidos até sobrar apenas um cluster;

5.	 Quando houver apenas um cluster ou ocorrer uma condição de parada, o 
procedimento é finalizado.

3.2.2. Agrupamento por divisão

O agrupamento por divisão é mais complexo que o agrupamento 
por aglomeração. Esse método possui duas vantagens principais: 

	◼ não requer que as distâncias sejam recalculadas em cada iteração; além 
disso, pode-se interromper o procedimento antes de chegar no último nó 
da árvore, o que melhora e muito a sua performance em comparação ao 
agrupamento por aglomeração; 
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	◼ como esse algoritmo começa já possuindo todos os dados – diferente do 
que acontece no agrupamento por aglomeração –, as informações encon-
tram-se mais fiéis quanto à sua real distribuição. 

Para que se tenha o método de agrupamento por divisão, não ne-
cessariamente o conjunto de dados deve ser dividido ao meio, diversa-
mente do agrupamento por aglomeração. De acordo com Linden (2009), 
o método por divisão utiliza duas métricas de cortes fundamentais, de-
nominadas de similaridades intracluster (que é a distância dos elementos 
dentro de um cluster) e similaridade extracluster (que é a proximidade dos 
dados fora de um cluster), buscando aumentar a relação entre as duas, a 
fim de obter o particionamento dos clusters com maior coesão possível.

A execução do método de agrupamento por divisão ocorre da se-
guinte forma (ROKACH; MAIMON 2005):

1.	 Todos os dados são iniciados com um único cluster;

2.	 Calcula-se a similaridade e efetua-se a divisão com base no intracluster e 
no extracluster, possuindo, assim, subdivisões do cluster inicial;

3.	 A etapa 2 é repetida até que se alcance a estrutura de clusters desejada.

O interessante é que essa estratégia não apenas divide um conjun-
to de dados inicial que estava na fila ao meio, como pode particioná-lo 
em tamanhos distintos com base na informação de proximidade dos da-
dos, dependendo do domínio do problema aplicado para tal método.

4. Representação de clusters

Para que se possa observar o resultado do agrupamento de manei-
ra objetiva, é possível representar os dados extraídos pelos métodos de 
agrupamento de diversas formas. No geral, no entanto, as representações 
dos resultados gerados podem ser definidas com base no método utiliza-
do, hierárquico ou não hierárquico. São exemplos de tais representações: 
o gráfico apresentado na Figura 2, representando grupos de dados não 
hierárquicos, e o dendograma (Figura 3), que constitui uma forma de 
representação visual de clusters hierárquicos.
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Figura 2

Fonte: adaptada de Porto Filho (2017)

Exemplo de representação de dados de clusters não hierárquicos

Figura 3

Fonte: adaptada de Porto Filho (2017)

Exemplo de dendograma
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5. Algoritmos para agrupamento

Nesta seção são apresentados alguns dos algoritmos mais utiliza-
dos para geração de clusters, tanto para métodos hierárquicos quanto 
para não hierárquicos.

5.1 K-means

Esse é um dos algoritmos mais conhecidos, sendo considerado de 
rápida e de fácil utilização para gerar clusters. Ele faz a separação dos da-
dos em k (número predefinido) clusters com base na distância dos pontos 
até chegar nos centros. Ou seja, ao ser definida a quantidade k, as massas 
de dados serão organizadas a partir desse parâmetro e acopladas dentro 
desses k clusters (ALVES, 2018). 

O algoritmo k-means só finaliza seus ciclos quando não existe mais 
alteração significativa nas distâncias dos centroides – isto é, quando a 
distância dos centroides está muito próxima uma da outra – ou até al-
cançar alguma condição de parada. A Figura 4 ilustra a etapa inicial de 
atuação do k-means, isto é, o início da separação, quando os dados ainda 
estão bem dispersos. Na Figura 5, percebe-se como estão sendo defini-
dos os grupos, executando a validação das medidas de distância; tal exe-
cução prossegue até alcançar uma condição de parada. Por fim, na Figura 
6, pode-se observar a etapa de agrupamento em seu estado final, em que 
a separação dos clusters foi finalizada.
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Figura 4

Fonte: Alves (2018)

Representação do algoritmo k-means no estágio 1

Figura 5

Fonte: Alves (2018)

Representação do algoritmo k-means no estágio 2
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Figura 6

Fonte: Alves (2018)

Representação do algoritmo k-means no estágio final

Como existe a possibilidade de definir quantos clusters podem ser 
utilizados, ao aplicar este algoritmo, é comum deparar-se com o dilema 
sobre essa quantidade ideal. Como comentado em seções anteriores, é 
importante definir a quantidade de clusters a serem trabalhados, pois cada 
domínio de conhecimento possui suas peculiaridades e massa de dados. 
Vale frisar que existem algoritmos para descobrir o número ideal de clus-
ters a serem utilizados; alguns destes são citados nos tópicos seguintes.

5.1.1. Algoritmo Elbow (Método do Cotovelo)

Esse método consiste em executar o algoritmo com um valor ale-
atório de clusters a fim de realizar testes na curva de deslocamento dos 
dados e, possivelmente, encontrar o número de clusters ideal a ser utili-
zado (ALVES, 2018). 

Por exemplo, ao escolher um número de 1 a 15, pode-se, em segui-
da, calcular a função de custo a partir da soma dos quadrados da distân-
cia interna dos clusters. Quando posto em um gráfico, pode-se observar 
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que sua representação começará bem elevada e irá convergindo a 0 na 
soma dos quadrados das distâncias.

Com essa informação, deve-se procurar o “cotovelo” do gráfico, ou 
seja, o ponto em que sua curva começa a ficar mais próxima de 0; logo, 
este é o número ideal de clusters. Observa-se, na Figura 7, que existem 
de 0 a 10 possíveis clusters a serem processados pelo algoritmo. O “co-
tovelo” é identificado no ponto (5,5000). O número ideal de clusters é, 
portanto, 5 (Figura 7).

Figura 7

Fonte: adaptada de Alves (2018)

Exemplo de representação do gráfico Elbow

5.1.2. AverageSilhouette

Esse método faz a medição do nível de similaridade do dado dentro 
de um determinado cluster (ALVES, 2018). A técnica busca validar, entre 
os clusters vizinhos, se os dados neles alocados realmente os pertencem 
ou se tem uma certa parcialidade da posição do dado dentro do cluster. 
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Assim, quanto mais o coeficiente do silhouette estiver próximo de 1, 
mais distante de outro cluster o dado está; quanto mais próximo de 0, mais 
próximos uns dos outros os clusters estão, ou estão se interseccionando. 

Para calcular o coeficiente de silhouette, precisamos fazer a média 
entre os pontos dentro do cluster a(i), definir a distância média do cluster 
mais próximo b(i) e, por fim, dividir o valor da média pelos valores dos 
dados mais distantes dentro de cada cluster, sendo max(b(i), a(i)). Nesse 
cenário, é realizado o seguinte cálculo do coeficiente (Equação 1):

		  s(i) = (b(i) – a(i)) / max(b(i), a(i)) 			   (1)

Para obter a quantidade de clusters que seria interessante utilizar, 
o algoritmo busca usar a média do score gerado pelo silhouette com to-
dos os dados do dataset, como exemplificado na Figura 8. Com o score, 
consegue-se ter visibilidade do espectro de proximidade entre os clusters, 
possibilitando ao analista uma melhor compreensão da massa de dados e 
de como utilizá-la no seu aprendizado de máquina.

Figura 8

Fonte: Alves (2018)

Resultado da execução do método AverageSilhouette

5.2. Bisecting k-means

O algoritmo Bisecting k-means se baseia no k-means, explicado 
anteriormente. Consiste numa variação hierárquica do k-means, em que, 
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a cada iteração com a base de dados, realiza-se uma divisão desta, se-
guindo a versão do agrupamento por divisão (FONTANA; NALDI, 2009).

Segundo Steinbach, Karypis e Kumar (2000), o algoritmo se com-
porta da seguinte forma:

1.	 Seleciona-se a base de dados a ser dividida;

2.	 Encontram-se dois subclusters, utilizando o k-means básico; 

3.	 Repete-se o passo 2, escolhendo o cluster que possui maior similaridade glo-
bal (cluster que possui mais similaridade média em todo conjunto de dados);

4.	 Os passos anteriores são repetidos até que a estrutura de clusters deseja-
da seja alcançada.

Alguns exemplos gráficos podem ser observados nas Figuras 9, 10 
e 11, em que se verifica a separação dos grupos com base no algoritmo 
Bisecting k-means.

Figura 9

Fonte: adaptada de Linden (2009)

Início da divisão, quando todos os dados participam de um único cluster
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Figura 10

Fonte: adaptado de Linden (2009)

Divisão do cluster inicial utilizando o k-means com o parâmetro k = 2

Figura 11

Fonte: adaptada de Linden (2009)

Seleção do cluster com maior diâmetro e sua divisão em dois novos 
clusters utilizando o k-means com k = 2
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6. Desafios 

Em 1997, quando o computador IBM venceu o jogador de xadrez 
Garry Kasparov, um dos maiores desafios do aprendizado de máqui-
na tinha sido vencido (NEWBORN, 1997). O computador mostrava-se 
melhor que o maior dos homens em uma tarefa tipicamente humana. A 
partir desse momento, a proposição de desafios mais complexos para as 
pesquisas fez-se necessária e, juntamente com essa proposição, emergi-
ram novos desafios para suas resoluções (COLOMBINI; SIMÕES, 2019).

De acordo com o parecer dado em 2013 pela União Europeia (UE), 
cerca de 90% de todos os dados produzidos pela humanidade naquele 
ano advieram dos dois anos antecedentes (DERVOJEDA et al., 2013). Sen-
do assim, afirma-se que um dos maiores desafios a ser resolvido pelo 
aprendizado de máquina não está na capacidade de armazenamento dos 
registros, mas sim em usá-los de forma prática e eficiente.

É notório que existe uma progressiva busca por processos 
automáticos que executam o particionamento de dados em grupos. Um 
exemplo disso é a utilização de sistemas de classificação que não possuem, 
de maneira já especificada, uma saída desejada, compondo-se, na verda-
de, de uma rede treinada por padrões de entrada, que, arbitrariamente, 
organiza tais padrões em categorias. Dessa maneira, como visto em tópi-
cos anteriores, é possível utilizar técnicas de agrupamento para descobrir 
grupos naturais em conjuntos de dados sem ter qualquer conhecimento 
prévio das características dos referidos dados (KOGAN, 2007).

Na análise de clusters, um dos desafios apontados é encontrar o 
melhor resultado de agrupamento para determinado conjunto de obje-
tos. Segundo Hruschka e Ebecken (2003), o problema apresentado na 
busca pelo melhor agrupamento é NP-completo; assim, não é possível 
computacionalmente encontrá-lo, desde que n (número de objetos) e k 
(número de clusters) sejam extremamente pequenos, dado que o núme-
ro de partições em que se pode dividir n objetos em k clusters aumenta 
aproximadamente como .

Ankerst et al. (1999) citam três razões pelas quais a efetividade 
dos algoritmos de agrupamento mostra-se como um desafio em poten-
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cial. Primeiramente, a grande maioria dos algoritmos de agrupamento 
necessita de valores para os parâmetros de entrada que são difíceis de 
determinar, especificamente para um conjunto de dados do mundo real 
contendo objetos de muitos atributos. Em segundo lugar, tais algoritmos 
mostram-se extremamente sensíveis aos valores de parâmetros, produ-
zindo partições diferentes do conjunto de dados, mesmo para ajustes de 
parâmetros significativamente pouco diferentes. Em terceiro, os conjun-
tos de dados reais e de alta dimensão possuem uma distribuição ampla 
que não consegue ser revelada por um algoritmo de agrupamento, mas 
somente por um ajuste de parâmetro global.

7. Considerações finais

Mediante as informações apresentadas neste capítulo e as análises 
previamente realizadas, torna-se possível chegar a algumas considera-
ções acerca do tema discutido.

O aprendizado de máquina notoriamente é uma das maiores ten-
dências tecnológicas da atualidade. A partir dessa perspectiva, toda sua 
teoria vem sendo aplicada no desenvolvimento de modelos capazes de 
analisar grandes e complexos conjuntos de dados. Isso permite resposta 
ágil aos gestores para fins de tomada de decisões e visa, em um futuro 
próximo, fazer com que tais decisões possam ser tomadas sem nenhum 
tipo de intervenção humana.

Nesse panorama, o aprendizado de máquina não supervisionado 
baseado em agrupamento pode ser altamente útil para solução de pro-
blemas complexos, tais como a identificação de estruturas adjacentes 
que visem obter perspectivas sobre os dados e identificação do grau de 
semelhança entre as formas ou organismos, realizando, assim, uma clas-
sificação natural. Trata-se, além disso, de um recurso que pode ser extre-
mamente útil na busca pela compreensão dos métodos para organização 
dos dados, pois é possível, a partir de um conjunto de dados, obter repos-
tas através de cuidadosas seleções e processamentos.

No contexto geral, é de extrema importância definir o critério a ser 
utilizado para categorizar se dois elementos de um conjunto são idênti-
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cos ou não. Para analisar esse quesito, é necessário considerar medidas 
que descrevam similaridades entre os elementos e suas respectivas ca-
racterísticas. Dessa maneira, existe uma grande variedade de medidas 
que podem ser utilizadas de acordo com a realidade de suas aplicações. 
Tal variedade mostra-se como um dos desafios em se estabelecer crité-
rios de agrupamentos, o que permite também múltiplas interpretações 
baseadas na possibilidade de criarem-se várias partições.
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68

Visualização de Dados:
Uma Abordagem Introdutória no Contexto de Big Data Sumário|Próximo capítulo

1. Introdução

Ao longo dos anos, a humanidade passou por profundas transfor-
mações. Foi nesse lapso temporal que invenções como o microprocessa-
dor, redes de computadores, fibra óptica e computadores pessoais muda-
ram completamente a história da humanidade.

Peter Drucker (1995) foi o primeiro a chamar esse momento de 
“Era da Informação”, termo frequentemente utilizado para designar os 
avanços tecnológicos advindos da Terceira Revolução Industrial e que re-
fletiram na difusão de um ciberespaço, um meio de comunicação instru-
mentalizado pela Informática e pela Internet.

Uma das particularidades mais notórias da atual Era da Informação 
é a velocidade dos fluxos econômicos, sociais, culturais, linguísticos, en-
tre outros, que gera um volume imenso de dados. Pode-se observar uma 
explosão de ferramentas de geração de dados, rastreamento, monitora-
mento, transações e redes sociais (PENA, 2019). Esse imenso volume de 
dados disponível tem sido denominado de Big Data. Em princípio, o ter-
mo Big Data se refere a um volume de dados extremamente amplo e que, 
por esse motivo, necessita de ferramentas para lidar com tal volume, de 
forma que toda e qualquer informação possa ser encontrada, analisada e 
aproveitada em tempo hábil (MARZ; WARREN, 2015). O aproveitamento 
desses dados está associado à possível identificação de padrões e de in-
formações que possam agregar valor às empresas e à sociedade. Nesse 
contexto, a forma em que essas informações e padrões são apresentados 
pode facilitar seu uso e a tomada de decisão (KHAN; KHAN, 2011).

Esse modo de disponibilizar as informações e padrões ao tomador 
de decisão pode ser baseado em técnicas de Visualização de Dados. Se-
gundo Romani e Rocha (2001), a Visualização de Dados, de forma geral, é 
o uso de imagens ou meios para representação de informações de modo 
significativo. Assim, a ideia é que os tipos de visualização produzidos pos-
sam compartilhar um objetivo em comum: transformar dados em algo 
mais expressivo, ou seja, uma representação visual útil, de forma que o 
observador humano possa ter um melhor entendimento. Pode-se conce-
ber também a Visualização de Dados como a transmissão de conceitos 
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universais que permitem ao observador a rápida compreensão do que se 
é apresentado (MILLER, 2017).

A Visualização de Dados objetiva fornecer ou, ao menos, alavan-
car a capacidade de percepção dos dados, das informações e mesmo do 
conhecimento por parte do usuário, exigindo, assim, o uso de novas so-
luções que forneçam recursos buscando simplificar e, ao mesmo tem-
po, enriquecer a experiência do usuário (MARQUESONE, 2016). O uso de 
soluções específicas é recomendado devido à grande complexidade no 
desenvolvimento de sistemas de análise visual, pois as camadas tradicio-
nais de software e hardware carecem de serviços essenciais, necessários 
para uma melhor experiência do usuário (FEKETE, 2013). Além disso, a 
Visualização de Dados tem se tornado cada vez mais pesquisada e enten-
dida como essencial, tendo em vista que a variedade e o volume crescen-
tes dos dados trouxeram o aumento da complexidade de suas análises 
(MARQUESONE, 2016). 

Nesse cenário, este capítulo introduz alguns conceitos acerca do 
tema de Visualização de Dados considerando o cenário de Big Data e está 
estruturado da seguinte forma: na Seção 2, são introduzidos os conceitos 
básicos sobre Big Data e Visualização de Dados, assim como os tipos e 
processos comuns à Visualização de Dados. Na Seção 3, algumas técnicas 
para Visualização de Dados são apresentadas juntamente com exemplos 
de abordagens e ferramentas. Um exemplo de aplicação de Visualização 
de Dados é descrito na Seção 4. Na Seção 5, desafios são apontados. Por 
fim, a Seção 6 tece considerações, posicionamentos e sugestões de tra-
balhos futuros sobre o tema.

2. Fundamentação teórica

A Visualização de Dados vem evoluindo com o passar dos anos e, 
para melhor aplicar e compreender as técnicas associadas a essa área, é 
preciso ter em mente alguns conceitos básicos. Como o contexto ao qual 
este tema está inserido é referente a Big Data, seus principais conceitos 
são também introduzidos. 
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2.1. Big Data

Miller (2017) define Big Data como sendo “conjuntos de dados que 
são tão grandes ou complexos que as aplicações tradicionais de proces-
samento de dados são inadequadas”.

A globalização permitiu ao mundo conectar-se através da Web. Por 
meio dela e juntamente com o advento dos smartphones, uma grande 
quantidade de dados foi e está sendo produzida, sendo ela estruturada 
ou não. De uma simples mensagem de texto a vídeos com várias horas, 
por natureza, esses dados são, em sua maioria, desorganizados ou com 
tipos e formatos diferentes dos convencionais, não podendo ser tratados, 
processados ou consultados de forma tradicional usando, por exemplo, 
um Sistema Gerenciador de Banco de Dados Relacional – SGBDR (KHAN; 
UDDIN; GUPTA, 2014).

Ou seja, dados que compõem um conjunto Big são coletados a partir 
de diversas fontes – redes sociais, sensores, dados abertos – e podem ser 
estruturados em bancos de dados como, por exemplo, os NoSQL1, que per-
mitem manipular dados tanto semi como não estruturados. Habilidades 
no manuseio dessas grandes e diferentes massas de dados podem ser uma 
base para competitividade, aumento de produtividade, inovação e amplia-
ção da gama de clientes em empresas (MANYIKA et al., 2011).  

As etapas para a construção e utilização de um Big Data podem 
ser resumidas, segundo Miller (2017), em: Coleta de Dados, Limpeza dos 
Dados, Integração de Dados, Mineração e Análise de Dados e Visualização 
dos Dados, sendo, a última, o foco deste capítulo.

Objetivando uma melhor compreensão das características associa-
das a Big Data, Khan, Uddin e Gupta (2014) descrevem, conforme mos-
trado na Figura 1, os 7Vs comumente utilizados para sua definição, expli-
cados a seguir:

1  SQL é uma linguagem padrão para acessar e manipular bancos de dados.
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Figura 1

Fonte: adaptada de Khan, Uddin e Gupta (2014)

7Vs do Big Data

Volume - quantidade de dados produzida e que precisa ser processada;

Velocidade - rapidez com que os dados são produzidos e processados, sendo um 
dos fatores determinantes para o sucesso das aplicações;

Variedade - está relacionada aos diferentes tipos de dados produzidos e sua 
complexidade para gerar relacionamentos, sendo eles estruturados, semiestru-
turados e, em sua maioria, não estruturados;

Veracidade - refere-se a quão corretos estão os dados coletados para que pos-
sam ser utilizados em uma aplicação. A confiabilidade nos dados é o ponto prin-
cipal neste quesito;

Validade - semelhante à veracidade, mas não igual; associa-se ao processo de 
manipulação dos dados e a quão preciso estes ainda são após atualizados ou 
transformados;

Volatilidade - diz respeito ao tempo em que os dados devem ser considerados ou 
descartados. Está relacionada diretamente com Volume, Velocidade e Variedade.

Valor - o principal de todos os Vs, uma vez que a aplicação de todos os Vs anterio-
res deseja, ao final, a obtenção deste. Quanto melhor for o tratamento dos Vs an-
teriores, maior será o valor agregado para as organizações que utilizam o Big Data.
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A aplicação adequada de cada um dos Vs pode proporcionar o su-
cesso de uma aplicação de Big Data quanto à sua atuação. O modo em 
que os dados obtidos são apresentados tem um papel fundamental para 
o sucesso da aplicação, e cada etapa de preparação dos dados e análises 
associadas pode contribuir para o êxito do usuário final na tarefa de Vi-
sualização de Dados.

2.2. Visualização de Dados

Para Miller (2017), a Visualização de Dados pode ser definida como 
a representação visual criada a partir do uso de dados, relacionando-os 
de maneira a retratar informações sobre um cenário ou um momento 
determinado.

A tarefa de Visualização de Dados almeja dispor as informações re-
presentando-as da melhor maneira possível para uma clara compreensão 
dos usuários. Como exemplo, todo gráfico apresentado deve ter um obje-
tivo claro, no qual uma vasta quantidade de dados é lapidada e organizada 
para responder às perguntas criadas (FRY, 2008). As perguntas usadas 
para montagem de visualizações estão associadas ao domínio do negócio 
e ao entendimento do que se pode obter com os dados. 

Assim, definir o propósito da Visualização de Dados é essencial 
para o sucesso da tarefa e sua consequente aplicação, já que possibilita 
proporcionar a melhor apresentação dos dados, a fim de produzir infor-
mações e favorecer que o entendimento dos padrões apresentados seja 
graficamente para quem vai visualizá-los (MARQUESONE, 2016).

A Visualização de Dados objetiva transformar algo inicialmente de 
entendimento complexo em algo simples ou, ao menos, de rápida com-
preensão (MILLER, 2017). Avaliando os resultados e considerando-os po-
sitivos, tanto na compreensão quanto na representação, viabiliza-se um 
tipo de explanação dos dados em que a estrutura pode ser apreciada por 
grupos de usuários, muitas vezes, diversos (MARQUESONE, 2016).

Compreender o contexto da aplicação e fazer as escolhas corre-
tas, como o modo de prover a análise, o tipo de gráfico mais adequado 
e a quem será destinada a informação, é fundamental para o sucesso 
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do método de visualização (MILLER, 2017). Um erro comum ao iniciar 
tarefas de visualização está em se concentrar na montagem de gráficos 
ou outras formas de visualização sem planejar como contar as histórias 
associadas aos dados (KNAFLIC, 2019). Knaflic (2019) indica, ainda, que 
uma Visualização de Dados eficaz pode significar o sucesso ou o fracasso 
na hora de comunicar resultados com os dados. 

Dessa forma, apesar de os usuários serem capazes de processar in-
formações rapidamente, a apresentação de análises cruas nem sempre é 
satisfatória. Devido a isso, a Visualização de Dados deve enfocar na trans-
missão de conceitos que favoreçam a melhor compreensão, sob os pontos 
de vista definidos para um público-alvo, de maneira rápida (MILLER, 2017).

Fry (2008) afirma que “quanto mais específica for a pergunta que 
suporta a visualização, mais específico e claro será o resultado”. Ainda 
que os dados possam ser apresentados em vários formatos de gráficos, 
nem todo gráfico serve para determinados tipos de problema. Assim, é 
possível categorizar a Visualização de Dados pelo seu tipo de aplicação: 
Exploratória e de Apresentação.

2.2.1. Visualização Exploratória

Geralmente empregada em tarefas de Extração, Transformação e 
Carga (ETL) para verificação e compreensão dos dados, a maioria das vi-
sualizações utilizadas na Visualização Exploratória pode ajudar apresen-
tando recursos importantes como, por exemplo, características ineren-
tes aos dados brutos. Outro aspecto desse tipo de visualização é o uso 
de técnicas quantitativas também baseadas em Estatística, como diagra-
mas, distribuições de dados, entre outros (AMARAL, 2016). 

Na Visualização Exploratória, o analista foca em meios que favo-
reçam novas descobertas, não se preocupando no refinamento visual ou 
no usuário final (MARQUESONE, 2016). Gráficos gerados neste tipo de 
visualização geralmente têm um escopo amplo, pelo fato de os dados 
estarem sendo explorados, e são voltados a quem tem um conhecimento 
mais aprofundado nos dados (FRY, 2008).
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2.2.2. Visualização de Apresentação

A habilidade de fazer boas perguntas é uma das mais importantes 
e requisitadas quando se trata da compreensão de dados, pois possibilita 
compartilhar os questionamentos e percepções para captação das visua-
lizações pelo público-alvo (FRY, 2008).

Na Visualização de Apresentação – também chamada de Explana-
tória –, objetiva-se abordar o que foi descoberto sobre os dados, apresen-
tando para um público preestabelecido os resultados obtidos, de forma 
eficaz e de fácil compreensão (MARQUESONE, 2016). Uma visualização 
adequada é aquela que fornece respostas a uma pergunta sem detalhes 
que fogem ao que foi perguntado; para isso, deve-se abstrair e remover o 
que não é necessário (FRY, 2008).

Por serem criados pensando em atender às expectativas solicitadas 
pelo cliente, estes tipos de visualizações são mais focados no usuário fi-
nal, favorecendo o entendimento geral e podendo, eventualmente, estar 
adequados à reprodução impressa (CHEN, 2006).

O resultado almejado pela Visualização de Apresentação está rela-
cionado a: i) uma melhor comunicação, possibilitando que os resultados 
sejam identificados facilmente pelo usuário; ii) um melhor monitora-
mento, permitindo resumir uma grande quantidade de dados em repre-
sentações concisas; e iii) um apoio no processo de tomada de decisão, 
apresentando tendências e desvios que seriam de difícil identificação, 
proporcionando eficiência e otimização de tempo assim como auxiliando 
em decisões estratégicas (MARQUESONE, 2016).

Neste tipo de visualização, que provê representações visuais mais 
enxutas e de fácil entendimento, são disponibilizados gráficos que ge-
ralmente utilizam poucas dimensões e que não exigem do leitor um co-
nhecimento prévio de estatística (CHEN, 2006). Independentemente de 
flexibilizar ou não a interação, não definindo uma pergunta muito restrita 
e assim possibilitando diversas visões, é muito importante sempre deixar 
em destaque as principais conclusões obtidas (FRY, 2008).

Quanto à interação com o usuário final, a construção das visualiza-
ções precisa da integração entre as estruturas através de filtros, de forma 
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a facilitar sua montagem. A Visualização de Dados voltada ao usuário fi-
nal é tratada como um processo de mapeamento dos dados para a forma 
visual. Sendo assim, a combinação de dados em estruturas visuais, com 
propriedades gráficas e organização espacial, cria visões esquematizadas 
e escaláveis, possibilitando que os usuários interajam de acordo com seu 
interesse (MENDONÇA NETO; ALMEIDA, 2001).

A parte final do pipeline, mostrado na Figura 2, apresenta a ideia de 
que os dados foram previamente transformados e preparados para serem 
usados em tarefas de criação de visualizações. Os dados são mapeados 
para visões que abstraem detalhes dos dados brutos e criam perspectivas 
mais simples e amigáveis ao usuário final. Na etapa de criação de visões, 
várias perspectivas ou formas podem ser criadas para os mesmos dados 
de modo a fornecer ao usuário mais de um formato visual para o mesmo 
tipo de informação. Logo, é possível que o usuário possa fazer a escolha 
do formato que considera mais representativo. Ainda na Figura 2, caso 
sejam realizadas etapas as quais o usuário possa acompanhar, sua inte-
ração pode ajudar na configuração da forma em que as visualizações vão 
ser criadas (FEKETE, 2013).

Figura 2

Fonte: adaptada de Card (1999 apud FEKETE, 2013) e Romani e Rocha (2001)

Exemplo de etapas para criação de visualizações de dados
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A tendência de uso e criação de visualizações de dados com foco e 
participação do usuário final segue o modelo apresentado na Figura 2. A 
ideia é que os usuários possam configurar suas preferências quanto às 
visualizações criadas (FEKETE, 2013).

Como mostra a Figura 3, a Visualização Exploratória é muito usada 
para prover a compreensão dos dados, principalmente em suas etapas de 
preparação ou pré-processamento. Já a Visualização Explanatória é volta-
da ao usuário final, apresentando os conceitos e padrões já descobertos, 
com informações bem trabalhadas, de forma a serem dispostas em rela-
tórios e apresentações consolidadas.

Figura 3

Fonte: adaptada de Marquesone (2016)

Visualização Exploratória e Visualização Explanatória

A seguir são apresentadas algumas técnicas para construção de re-
presentações visuais mais efetivas.

3. Técnicas para Visualização de Dados

Independente do problema, a forma em que os dados são apresen-
tados pode ser determinante para um negócio, seja para exibição de re-
sultados, para o impacto sobre um determinado setor ou para influenciar 
na tomada de decisão. Como correlacionar mensagens de uma rede social 
para ajudar a aprimorar produtos? Como encontrar bandidos procurados 
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no meio de uma multidão? Como verificar a adesão do confinamento so-
cial em tempos de pandemia? A Visualização de Dados, independente de 
ser exploratória ou explanatória, tem por objetivo, em conjunto com os 
demais processos de análise de dados, tornar possível que essas e outras 
perguntas sejam respondidas de maneira eficiente (FRY, 2008).

A visualização cria uma nova perspectiva nos dados, favorecendo 
a identificação de relacionamentos e características que dificilmente se-
riam percebidas, por exemplo, em uma tabela com milhares de linhas 
(MARQUESONE, 2016). A apresentação de gráficos de fácil entendimento 
é fundamental para que a transmissão da informação possa ser bem-su-
cedida. Para isso, quando a visualização de dados ocorrer por meio desse 
recurso, a escolha certa do tipo de gráfico pode fazer toda a diferença.

3.1. Interfaces visuais e tipos gráficos

A criação da representação visual dos dados deve lidar com aspec-
tos que permitam ao usuário visualizar pontos específicos desses dados, 
bem como facilitar a apresentação das relações entre os diversos conjun-
tos de dados (MARQUESONE, 2016). As técnicas convencionais possuem 
características genéricas e de entendimento comum, a fim de transmi-
tir os dados eficazmente de forma elegante, descritiva ou interpretável 
(KHAN; KHAN, 2011).

Os aspectos relacionados a forma, cor e posição são os principais 
meios de se comunicar quando se quer criar uma representação que faci-
lite a interação, sendo que a escolha de atributos referentes a eles defini-
rá se a visualização será ou não eficaz (MARQUESONE, 2016). Alterações 
na orientação, no tamanho, na área, na saturação, na luminosidade, na 
transparência, na textura, no rótulo e no movimento são capazes de apre-
sentar uma informação de forma a evidenciar fatos, assim como causar 
mais ou menos impacto, pois são rapidamente identificadas, como ilus-
trado na Figura 4.



78

Visualização de Dados:
Uma Abordagem Introdutória no Contexto de Big Data Sumário|Próximo capítulo

Figura 4

Fonte: adaptado de Marquesone (2016)

Atributos para Visualização de Dados

Por cada aspecto oferecer uma perspectiva diferente, deve-se es-
colher qual forma, cor e posição melhor representam a informação que 
se quer passar na construção de uma representação visual, mantendo o 
foco em ter uma visão mais clara e objetiva da informação. Para isso, é 
interessante contar com a ajuda de profissionais com conhecimento de 
design gráfico. Esse apoio pode ser fundamental para que os aspectos mos-
trados sejam mais bem percebidos e utilizados (MARQUESONE, 2016).
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Embora a experiência seja exigida nessa tarefa, Marquesone (2016) 
aborda, sem entrar em detalhes, alguns pontos que podem servir de guia 
para a escolha dos aspectos na montagem de uma representação visual:

	◼ comparação de valores - considera-se o uso de gráficos de colunas, de 
barras, de áreas circulares, de linhas e de dispersão;

	◼ distribuição dos dados - busca ressaltar anomalias e tendências. Conside-
ra-se utilizar gráficos de dispersão, histogramas e gráficos em 3D;

	◼ composição dos dados - considera-se o uso de gráficos de pizza, de área, 
de barras ou de colunas empilhadas.

	◼ tendências em outros gráficos - considera-se o uso de linha, de linha com 
dois eixos e de coluna.

	◼ Relação entre dados: considera-se a utilização dos gráficos bolha, linha, 
dispersão e grafo.

O surgimento de novos métodos e técnicas de visualização desen-
volvidos nos últimos anos, mesmo que possuindo limitações quanto à 
sua implementação e adoção, foi possibilitado pela premissa de que a 
representação visual deve simplificar a visualização dos dados e seus re-
lacionamentos (KHAN; KHAN, 2011). Nesse panorama, existem outros 
tipos de gráficos, mais específicos, que podem representar melhor uma 
informação, dependendo do cenário ao qual são empregados, que são: i) 
mapas, geralmente utilizados quando há dados geográficos envolvidos; 
ii) word cloud, usados para rápida identificação visual quando os dados 
possuem representações categóricas com indicadores numéricos rela-
cionados; e iii) layout circular, utilizado quando se está trabalhando com 
grafos, proporcionando uma melhor visualização dos nós em formato cir-
cular (MARQUESONE, 2016).

Vale ressaltar que, independentemente da escolha dos gráficos a 
serem produzidos, quando se trata de Big Data, o uso de ferramentas 
adequadas e abordagens específicas também pode fazer a diferença no 
resultado final.
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3.2. Abordagens e ferramentas para Visualização de Big Data

Como comentado anteriormente, quanto ao contexto de Big Data, 
abordagens simples de visualização geralmente podem não alcançar re-
sultados satisfatórios na apresentação de informações. Ferramentas mo-
destas e seus recursos podem ser inadequados, pois os conceitos e mode-
los para uma visualização do Big Data eficiente e eficaz exigem aspectos 
que apenas soluções robustas conseguem entregar (MILLER, 2017).

Existe uma grande variedade de formas convencionais para visu-
alizar dados. Para se transmitir a informação complexa de forma eficaz, 
no entanto, é necessário, por vezes, mais do que um simples gráfico com 
os resultados (GOMES, 2011); é preciso realizar a aplicação de filtros ou 
possibilitar a mudança de perspectivas, tornando o gráfico mais robusto.

Seguindo a tendência das tecnologias de Big Data, a maioria das 
ferramentas utilizadas atualmente para Visualização de Dados é open 
source e permite a adaptação de seus gráficos em diferentes resoluções 
e dispositivos, além de possibilitar a interação com as representações 
visuais geradas (MARQUESONE, 2016).

A seguir, alguns exemplos de ferramentas são descritos conside-
rando o contexto de Visualização de Dados e de Big Data. 

3.2.1. Visualização e armazenamento

O problema do armazenamento crescente pode levar à expansão 
permanente de recursos de máquina, reduzindo a vida útil da solução 
(MILLER, 2017). Lidar com um grande volume de dados é um desafio 
complexo, pois encontrar informações relevantes e estabelecer relacio-
namentos entre os dados pode ser um fator de difícil resolução, depen-
dendo do objetivo da análise (GOMES, 2011).

O uso do Hadoop2 possibilita a criação de gráficos com indicado-
res oriundos do resultado de análises, tornando factível a utilização de 
grandes volumes de dados e oferecendo suporte a diversas outras ferra-
mentas de visualização (MARQUESONE, 2016). O Hadoop pode viabilizar 

2  Apache Hadoop. Disponível em: https://hadoop.apache.org. 
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ainda a análise exploratória dos dados completos de forma facilitada, sem 
necessitar a retirada de amostras ou coletas, retornando resultados de 
maneira eficiente em máquinas com poucos recursos (MILLER, 2017).

3.2.2. Visualização e análise de dados

A análise de dados pode apresentar fatos complexos e de difí-
cil compreensão, tornando necessária a identificação do contexto, com 
base no problema e na aplicação, para a representação visual que será 
criada (MILLER, 2017). A ligação da análise dos dados com sua visuali-
zação está diretamente relacionada aos interesses dos usuários, que de-
sejam entender os resultados obtidos sem ter um conhecimento prévio 
(KHAN; KHAN, 2011). O mapeamento dos dados em representações grá-
ficas pode favorecer o detalhamento sobre o contexto destes (PEREIRA, 
2015), mas é preciso cautela, pois, independentemente de fornecer as 
métricas pretendidas, a não aplicação de um contexto na utilização dos 
dados apresentados pode ocasionar distorções nas análises, produzindo 
resultados aquém do esperado (MILLER, 2017).

É fundamental perceber os tipos de dados que são passíveis de 
análise para que se possa transformá-los em representações gráficas 
intuitivas (PEREIRA, 2015). Adicionar contexto na utilização dos dados, 
com base no problema que está sendo atacado, objetivando uma melhor 
visualização, requer a manipulação destes, aplicando cálculos, agrega-
ções, adição de colunas ou reordenações, com o objetivo de revisar ou 
mesmo reformatar os dados (MILLER, 2017). Desse modo, não se trata 
apenas de apresentar os dados numa representação visual, mas também 
de como esses dados serão entendidos (GOMES, 2011)

O uso do R3 pode facilitar a análise contextual por fornecer um apa-
nhado de funções estatísticas, de manipulação e limpeza, técnicas gráfi-
cas e de modelagem mais sofisticadas. Pode também suprir as necessi-
dades de tarefas mais simples, como produzir resumos para determinar 
agrupamentos (MILLER, 2017). Como o R armazena tudo em memória, a 
utilização de amostragem de dados (devido ao volume) é aceitável neste 

3  The R Project for Statistical Computing. Disponível em: https://www.r-project.org.
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ponto, mesmo quando se trata de Big Data, já que a sua aplicação está 
relacionada à obtenção do contexto (MILLER, 2017).

O resultado da exploração e das análises visuais pode dispor de 
informações suficientes do ponto de vista do usuário (PEREIRA, 2015). 
Essa atividade está vinculada diretamente à qualidade dos dados, rela-
cionando-se também com o quanto esses dados atendem aos requisitos 
mínimos de um projeto em particular ou, pelo menos, ao nível de expec-
tativas impostas a eles (MILLER, 2017).

3.2.3. Qualidade de dados 

Mesmo que haja dados complexos conhecidos, qualquer visuali-
zação criada com dados deve ser utilizada de maneira a agregar valor a 
quem os utiliza e visualiza. Isso só ocorre caso as informações estejam 
em um determinado nível de qualidade, o que é extremamente difícil 
de alcançar quando se trabalha com uma grande quantidade de dados 
(MILLER, 2017).

Antes da veracidade ser incluída como característica de um Big 
Data, a comunidade assumia que os dados recebidos eram limpos e pre-
cisos. Hoje, com uma grande quantidade de dados coletados sendo não 
estruturados e vindos de diversas fontes, isso não pode ser considerado 
uma verdade absoluta (KHAN; UDDIN; GUPTA, 2014).

Oferecer recursos que permitam limpeza, gerenciamento e dispo-
nibilização de dados confiáveis melhora efetivamente a qualidade destes 
para soluções de Big Data, pois dados desatualizados, mal formatados 
ou mesmo errados comprometem os resultados apresentados (MILLER, 
2017). Fazer bom uso de ferramentas e algoritmos que realizam a limpe-
za e preparação de um Big Data é de vital importância, uma vez que isso 
ajuda a garantir sua integridade, proporcionando uma maior confiança 
nos dados (KHAN; UDDIN; GUPTA, 2014). A título de ilustração, existem 
pacotes como os dplyr e tidyr, disponíveis no R, que podem ajudar.
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3.2.4. Apresentação dos resultados

A apresentação dos resultados é o ponto de chegada almejado, o 
qual trata da organização e exibição dos dados em si ou de sua exibição 
gráfica, permitindo a visualização dos resultados do trabalho de análise 
mais claramente, com a complexidade dos dados sob um contexto sim-
plificada ou com a possibilidade de compreensão de um determinado 
ponto de vista (MILLER, 2017).

A utilização de representações gráficas para comunicar dados é 
uma prática antiga que evoluiu com os computadores atuais, capazes 
de processar e produzir uma grande quantidade de visualizações gráficas 
rapidamente. Essa evolução permitiu à indústria o estabelecimento de 
uma grande expectativa quanto à visualização interativa, que possibilita-
ria a interação com o público em tempo real, tanto na escolha dos dados 
quanto no processamento e na apresentação dos seus resultados, entre-
gando visualizações mais eficientes e personalizadas (MILLER, 2017).

Independentemente das diferentes maneiras que os usuários po-
dem interagir com as visualizações produzidas, é preciso fornecer re-
presentações visuais de dados integrados aos mecanismos de intera-
ção, como filtros ou meios para mudanças de perspectiva, favorecendo 
a implementação da visualização de modo eficaz e sem esforço (KHAN; 
KHAN, 2011).

As habilidades com as quais o usuário se beneficia ao interagir com as 
ferramentas de visualização, segundo Marquesone (2016), compreendem:

	◼ a filtragem de itens, permitindo ajustes e controle dos dados visíveis;

	◼ os detalhes em demanda, possibilitando a visualização mais completa e 
detalhada dos dados;

	◼ a relação entre os dados, que facilita a identificação do relacionamento 
entre os dados;

	◼ os históricos de ações, que permitem ao usuário retornar às visualizações 
anteriores;

	◼ a extração de subcoleções e consultas de parâmetros, permitindo navega-
ção entre os diferentes cenários e possibilitando resgatar estados salvos;
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	◼ e o zoom, relacionado à redução ou ampliação da complexidade dos da-
dos, além da escala.

Existem diversas técnicas visando à interação com representações 
gráficas, as quais objetivam o entendimento dos detalhes nos dados abor-
dados, que geralmente seguem as etapas apresentadas de mapeamento 
e criação de visões (Figura 2), de modo a permitir maior interatividade. 
No contexto de Big Data, a visualização interativa está em evidência e 
pode ser notado no fato da adoção de painéis (dashboards) ter ganhado 
cada vez mais espaço, pois uma grande quantidade de dados pode pro-
mover diversas informações que precisam estar disponíveis para auxiliar 
nas análises e em tomadas de decisão (MILLER, 2017).

3.2.5. Dashboards

Devido à coleta e ao acúmulo contínuo de dados, as organizações 
têm confiado cada vez mais em soluções de Big Data, utilizando vários 
tipos de relatórios e criando diversos painéis, ampliando, assim, a capa-
cidade de visualizar informações (MILLER, 2017).

Com a crescente aplicação de painéis interativos, tornou-se ainda 
mais necessária a criação de representações visuais eficazes visando ti-
rar o máximo proveito de Big Data (GOMES, 2011). Todos os painéis, se 
bem projetados e construídos, devem fornecer informações importantes 
e oportunas de maneira relevante e concisa, disponibilizando a capacida-
de de atualização no painel de controle, caso seja necessário, pois dados 
desatualizados, incorretos ou obsoletos podem levar organizações ao de-
sastre (MILLER, 2017).

Alguns frameworks do pacote R tem chamado a atenção por permi-
tir a criação de aplicações Web para Visualização de Dados, como o Shiny4 

e o Plotly5, que oferecem diversas funcionalidades de interação e possibi-
litam a construção de interfaces dinâmicas (MARQUESONE, 2016), além 
de gerar um link direto com análises e perfis criados na ferramenta.

4  Shiny Dashboards. Disponível em: https://shiny.rstudio.com/articles/dashboards.html. 
5  Plotly. Disponível em: https://plotly.com/. 
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Outra ferramenta que pode ser utilizada na criação de dashboards 
para apresentação dos resultados de análises de Big Data é o Tableau, que 
contém um conjunto de funcionalidades para visualização interativa dos 
dados, permitindo combinar diversas visualizações em um único painel 
e fornecendo a possibilidade de trabalhar com vários formatos de dados, 
sendo eles estruturados ou não (MULLER, 2017). A Figura 5 apresenta 
um exemplo de dashboard feito no Tableau.

Figura 5

Fonte: Tableau (2020)

Dashboard criado no Tableau

Além do Tableau, diversas outras ferramentas, como o Pentaho6 e o 
Qlik7, também permitem a integração com o Hadoop quanto à captura e ao 

6  Pentaho. Disponível em: https://www.hitachivantara.com/en-us/products/data-management- 
analytics/pentaho-platform.html. 

7  Qlik. Disponível em: https://www.qlik.com/pt-br/. 
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armazenamento dos dados, viabilizando que o usuário tenha diversas possi-
bilidades quanto à criação de ambientes apropriados para qualquer proces-
so de descoberta de dados no contexto de Big Data (MARQUESONE, 2016).

Apresentadas algumas ferramentas e técnicas com diferentes pers-
pectivas, percebe-se que a Visualização de Dados pode ser uma poderosa 
ferramenta capaz de alinhar conceitos de usabilidade com processos ana-
líticos, exploratórios e descritivos (KHAN; KHAN, 2011). 

4. Exemplo de aplicação da Visualização de Dados

Abordados os termos e a importância da Visualização de Dados, 
vistos nas seções anteriores, serão demonstradas, através de uma apli-
cação, as capacidades de processamento de informações utilizando algu-
mas ferramentas de Big Data e visualizações ricas que podem ser gera-
das a partir das práticas. Apesar da existência de diversas linguagens e 
ferramentas, como já mencionado neste trabalho, será apresentado um 
exemplo que, através de duas dessas ferramentas, gerou visualizações 
representativas e interativas. O objetivo não é detalhar todos os passos 
realizados, mas demonstrar algumas das práticas existentes no exemplo, 
que é baseado no trabalho de Silva (2016). Ele utiliza o domínio de inves-
tigação criminal hipotética para apresentar conexões e relacionamentos 
através de um diagrama de grafos.

4.1. Plataforma de dados

Neste exemplo de investigação criminal é criada uma aplicação que 
trabalha com diversos tipos de dados: áudio, dados bancários, dados bio-
métricos, planilhas com informações financeiras, dados de redes sociais 
etc. O objetivo geral da aplicação com o Big Data é integrar todas essas 
informações de modo a ajudar os investigadores na tomada de decisão.

Após o ETL feito sobre os dados coletados, foi utilizado um banco 
de dados NoSQL orientado a grafos para seu armazenamento. Segundo 
Angles e Gutierrez (2008), há algumas situações em que bancos orienta-
dos a grafos apresentam aspectos positivos para uso em Big Data: 
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	◼ quando a complexidade dos relacionamentos excede a capacidade de re-
presentação de outros modelos; 

	◼ em soluções que exigem linguagem de consulta mais poderosa associada 
à facilidade de uso em dados não estruturados e escalonamento do pro-
cessamento; 

	◼ dependendo do tipo de representação dos dados. 

Os insumos informacionais utilizados pelas polícias judiciárias são 
coletados por inúmeros aplicativos e fontes, estando presentes em sis-
temas de arquivos e conjuntos de dados diversificados, geralmente de 
forma dispersa e, muitas vezes, pouco estruturada (SILVA, 2016). Essa 
massa de dados, então, é submetida ao Hadoop Distributed File System 
(HDFS) a fim de ser armazenada e recuperada, de forma a complementar 
as informações trabalhadas pelo banco de dados de grafo. O HDFS é o 
sistema de arquivos distribuídos da plataforma Hadoop.

Com isso, foi possível estruturar o Big Data de forma a abranger 
todas as fontes de dados policiais no fornecimento de insumos, que fo-
ram tratados e mapeados para alimentar o cluster Hadoop e o banco de 
dados, de modo que as representações visuais pudessem ser almejadas. 
A arquitetura da solução é sintetizada na Figura 6.
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Figura 6

Fonte: adaptada de Silva (2016)

Arquitetura da solução para investigação policial proposta

4.2. Inserção de dados no banco orientado a grafos

A escolha do banco de dados orientado a grafos possibilitou o pro-
cessamento com grandes volumes de dados, assim como a exploração dos 
relacionamentos entre as entidades. Neste exemplo, Silva (2016) insere 
vários dados no banco, como investigados, linhas telefônicas, endereços 
de e-mail, contas bancárias, encontros registrados entre investigados, 
chamadas telefônicas e mensagens eletrônicas interceptadas e transa-
ções financeiras, criando uma teia de conexões que possibilita visualizar 
de forma direta o quão cada suspeito está ligado a outro.

O banco de dados orientado a grafos escolhido foi o Neo4j8, por 
oferecer características de suporte à transação e à clusterização. Todos 
os dados foram inseridos no banco conforme exemplificado na Figura 7, 
sendo relacionados entre si por sua popularidade. Para obter os relacio-
namentos entre os entes, foi utilizada linguagem Cypher9, uma lingua-
gem declarativa, específica para realizar operações em grafos, através da 

8  Neo4j. Disponível em: https://neo4j.com/. 
9  Cypher Graph Query Language. Disponível em: https://neo4j.com/cypher-graph-query-language/. 
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qual é possível caminhar ao longo de todos os elementos do grafo sem 
que o tamanho deste comprometa o desempenho de consultas e atuali-
zações (OMAND; BARTLETT; MILLER, 2012).

Figura 7

Fonte: adaptada de Silva (2016)

Comando de inserção de informações no Neo4J de três indivíduos 
investigados na operação e de três contas bancárias a eles referentes

O diagrama de grafo gerado utilizando a rede de relacionamentos 
entre os investigados proporciona a visualização de informações com-
pletas, com riqueza de detalhes, por fornecer uma representação visual 
que atende tanto ao que se propõe na resolução do problema quanto aos 
anseios dos usuários que o utilizam, como visto na Figura 8.
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Figura 8

Fonte: adaptada de Silva (2016)

Diagrama com relacionamentos entre os investigados, contas de 
e-mail, contas bancárias e telefones

4.3. Exploração dos dados

Após a geração da rede de relacionamentos dos dados, o esforço é 
concentrado na obtenção de respostas. A partir do subconjunto alcan-
çado através de consultas, fazendo uso dos relacionamentos, é possível 
analisar a conexão entre os investigados. Isso pode ocorrer separada-
mente ou em grupo, sendo que cada nó do grafo representa um suspeito, 
e as conexões representam o envolvimento entre eles. Um exemplo de 
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análise de relacionamento entre suspeitos pode ser visto por meio do 
diagrama da Figura 9.

Figura 9

Fonte: adaptada de Silva (2016)

Análise de relacionamento entre investigados

4.4. Inserção de dados no Hadoop e operações de MapReduce

Para dar suporte a outras análises, Silva (2016) fez uso do Apache 
Hadoop 2.3.0, carregando esses dados para o sistema de arquivos HDFS. 
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Com a submissão dos dados a tarefas de MapReduce, foi possível encon-
trar informações importantes para a investigação.

De acordo com Holmes (2012), Lam (2010), Tao, Lin e Xiao (2013) e 
Rajaraman e Ullman (2012), conforme citado por Silva (2016), é possível 
programar várias funcionalidades no MapReduce sob a forma de tarefas, 
auxiliando a análise dos dados, como:

1.	 ordenar valores – realiza-se a divisão do grupo em partes, sua ordenação 
interna e a junção de cada partição ordenada;

2.	 encontrar palavras-chave e ranqueá-las com base em ocorrência numa 
determinada massa de dados;

3.	 identificar conteúdo léxicos similares entre milhares de documentos;

4.	 identificar impressões digitais similares, por meio de comparação de ca-
racterísticas em fragmentos coletados;

5.	 contar elementos diferentes num determinado fluxo de dados;

6.	 identificar pontos geográficos que se localizam próximos uns dos outros.

Assim, como resultado do processamento de uma dessas tarefas, 
pode-se visualizar o que foi encontrado no processo da investigação. Esse 
achado é descrito por Silva (2016) quando revela que, ao excluir termos 
irrelevantes em trabalhos investigativos (preposições, conjunções, ver-
bos e artigos), nomes de investigados aparecem ligados a uma das em-
presas com uma frequência razoável, além de citar localidades e práticas 
que poderiam ser associadas a atividades criminosas.

Neste exemplo foram apresentadas possibilidades que algumas 
ferramentas disponibilizam para trabalhar com grande volumes e varie-
dades de dados. Nota-se que, para chegar ao resultado esperado, mais de 
uma ferramenta foi utilizada. Os resultados obtidos podem ser usados 
para facilitar a tomada de decisão, que, no contexto apresentado, seria 
encontrar os culpados e aplicar as devidas ações legais.

Como o nível de atuação foi mais focado no relacionamento entre 
os envolvidos na investigação, o uso de ferramentas de Visualização de 
Dados mais elaboradas não foi necessário, devido ao tipo de apresenta-
ção ter um contexto mais exploratório por parte dos investigadores e 
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analistas. Contudo, pode-se assumir que, caso fosse requerido, seria sim-
ples fazer a integração do trabalho por meio de dashboards, por exemplo.

5. Considerações

Com a realidade do Big Data, a importância da Visualização de Da-
dos ficou ainda mais evidenciada, tendo em vista que dados obtidos e 
analisados precisam ser resumidos e organizados para uma melhor com-
preensão. A análise visual de dados é cada vez mais reconhecida como 
importante para o mercado e para a sociedade em geral, uma vez que 
estruturas e meios especiais para a visualização têm sido discutidos e 
criados. Um exemplo disso é a contínua busca por parte de diversas em-
presas no mundo, visando manter sua competitividade (FEKETE, 2013).

Este capítulo apresentou uma introdução a conceitos e práticas a 
respeito de Visualização de Dados no contexto de Big Data. A possibili-
dade de combinar Big Data com ferramentas de análise e visualização de 
dados viabiliza o uso de dados não estruturados e de fontes diversas por 
parte das organizações, proporcionando uma grande vantagem competi-
tiva. A interação dos usuários com as visualizações – como, por exemplo, 
gráficos –, de acordo com suas necessidades, tem tornado a Visualização 
de Dados mais efetiva e uma boa experiência para quem a utiliza (MAR-
QUESONE, 2016).

Foram abordadas também as possibilidades e as ferramentas uti-
lizadas para conseguir atingir os objetivos da apresentação visual dos 
dados. Possibilitar o entendimento da narrativa visual e comunicar com-
portamentos, padrões e tendências dos dados é um dos resultados al-
mejados quanto à utilização de propriedades gráficas em uma tarefa de 
Visualização de Dados (SEGEL; HEER, 2010 apud PEREIRA, 2015). Hoje 
existem diversas ferramentas e soluções para a Visualização de Dados 
integradas com Big Data, contendo várias formas visuais e compatíveis 
com os mais diferentes dispositivos (MARQUESONE, 2016).

Um ponto importante a ser destacado é que permitir a realização 
de alterações no modelo de visualização, através de técnicas interativas 
de filtragem, é indispensável para obtenção de informações coerentes 
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por parte do usuário, já que influencia diretamente no aspecto e no con-
teúdo apresentado, evidenciando contextos e conexões entre os dados 
(PEREIRA, 2015).

A capacidade de exploração de dados, associada à velocidade nas 
análises, deve ser simplificada de forma a conseguir apresentar represen-
tações gráficas com informações úteis (PEREIRA, 2015).

Apesar das informações apresentadas, muito conteúdo deixou de 
ser contemplado. Para trabalhos futuros, mediante evolução das práticas 
sobre o tema, novas técnicas podem ser abordadas. Pretende-se, além 
disso, atualizar as informações descritas neste conteúdo, melhorando 
sua estrutura e aprofundando os exemplos.
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1. Introdução

Em 2015, uma empresa de consultoria britânica chamada Cambri-
dge Analytica1 acessou dados pessoais de 87 milhões de usuários da rede 
social digital Facebook, com o objetivo de analisar e influenciar o com-
portamento de eleitores dos Estados Unidos da América. A intenção era 
identificar aqueles usuários que poderiam ser atraídos a votar em Donald 
Trump2 ou desencorajados a votar em seu oponente (ISAAK; HANNAH, 
2018). No Brasil, em 2014, a empresa de telecomunicação Velox foi acu-
sada de, ilegalmente, vender dados pessoais de seus clientes a terceiros, 
culminando em multa de R$ 3,5 milhões (ZANATTA, 2015). 

Até pouco tempo não se dava tanta atenção a questões associadas 
à privacidade e à segurança de dados. O aumento de notícias vinculadas 
a roubo de dados e violações de privacidade, entretanto, tornou o cenário 
tão crítico e preocupante que governos começaram a criar leis a fim de 
definir os direitos de privacidade dos dados dos usuários e penalidades 
explícitas para os casos em que as regulamentações não fossem cumpri-
das (MACHADO et al., 2020).

A exemplo disso, em 2018 surgiu a General Data Protection Regu-
lation (Regulamento Geral de Proteção de Dados ou GDPR) – lei que re-
gulamenta a segurança de dados no âmbito da União Europeia. Trata-se 
de um marco legal para a proteção e a privacidade de dados de todos os 
cidadãos europeus e do espaço econômico, tornando a proteção de dados 
pessoais um direito fundamental, assim como a liberdade (UE, 2016).

No Brasil, sob a influência da Lei Europeia, surgiu a Lei Geral de 
Proteção de Dados Pessoais (LGPD), que objetiva regulamentar a ativida-
de de gerenciamento e tratamento de dados pessoais. 

Juntamente com o Marco Civil da Internet e o Código de Defesa do 
Consumidor, a LGPD traz um conjunto de leis e normas que determinam 

1   Cambridge Analytica foi uma empresa de consultoria britânica que atuava com serviço de 
análise de dados para fins comercial e políticos; após escândalo do vazamento de dados do 
Facebook, registrou pedido de falência em 18 de maio de 2018.

2   Donald Trump é o 45º presidente dos Estados Unidos da América, tendo sido eleito em 2016 
pelo partido republicano.
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como devem ser tratados os dados pessoais por sistemas de informação 
que processam e armazenam tais dados. 

Tal ordenamento jurídico faz-se necessário diante da revolução tec-
nológica crescente e do maior número de dados produzidos a cada dia por 
diversos meios como, por exemplo, as redes sociais, sendo grande parte 
deles dados pessoais.

O grande volume de informações disponíveis digitalmente é o que 
se denomina Big Data, e dados pessoais podem estar presentes nesses 
conjuntos de dados. De acordo com De Mauro, Greco e Grimaldi (2016), 
Big Data é o ativo de informação caracterizado por um volume, veloci-
dade e variedade tão altos que requer tecnologia específica e métodos 
analíticos para sua formação em valor. O Big Data representa uma revo-
lução de dados relativamente recente, que tem sua grandeza confirmada 
pelos números que a acompanham. Trata-se de um fenômeno de rápido 
crescimento exponencial em todo mundo, com imensas consequências 
para sociedade, independentemente da classe social.

Quanto maior a capacidade de armazenamento e processamento de 
dados, maiores as chances de análise e geração de informações “de valor”. 
Entretanto, sem as devidas proteções, o detentor dos dados pode encon-
trar-se em uma situação em que essas informações são usadas sem seu 
consentimento, autorização ou mesmo conhecimento. O simples fato de 
coletar ou tratar dados pessoais sem consentimento pode gerar problemas 
jurídicos relacionados ao direito à privacidade (CARLONI, 2013). 

Este capítulo tem o objetivo de apresentar conceitos sobre Priva-
cidade de Dados no cenário jurídico e no contexto computacional e in-
troduzir aspectos sobre a Lei Geral de Proteção de Dados brasileira. Esses 
tópicos unidos são essenciais para o entendimento dos desafios a serem 
enfrentados pelas empresas tanto públicas quanto privadas e para os 
profissionais que atuam com o tema.

Além desta introdução, este capítulo está organizado da seguinte 
maneira: a Seção 2 apresenta a fundamentação teórica, conceituando a 
privacidade de dados no mundo jurídico e no mundo computacional e 
introduzindo, em seguida, a Lei Geral de Proteção de Dados brasileira, 
além de alguns conceitos estabelecidos na lei e a proteção aos dados 
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sensíveis; a Seção 3 discute técnicas de proteção de dados e cita alguns 
tipos de ataque à privacidade; a Seção 4 trata dos desafios à privacidade 
de dados; e, finalmente, a Seção 5 tece considerações finais a respeito 
deste capítulo.

2. Fundamentação teórica

Para melhor análise do tema, é necessário definir, inicialmente, al-
guns conceitos importantes que são introduzidos a seguir.

2.1.  Privacidade de dados no mundo jurídico

De acordo com Castro (2005), o direito à privacidade foi citado pela 
primeira vez no ano de 1890, nos Estados Unidos da América (EUA), após 
a publicação do artigo “The Right to Privacy”, de autoria de Samuel D. 
Warren e Louis D. Brandeis, na Harvard Law Review3.

O objetivo do artigo de Warren e Brandeis era estabelecer limites 
para a intromissão da imprensa na vida privada. Os autores defenderam a 
importância de que dados pessoais não fossem tornados públicos, sendo, 
portanto, resguardados. Assim, para Warren e Brandeis (1980), a priva-
cidade pode ser definida amplamente como o “direito de estar só” ou o 
“direito de ser deixado só”. 

O conceito de privacidade, assim como de outros direitos, tem so-
frido mudanças com o tempo. O que era entendido como privacidade no 
final do século XIX, quando o assunto começou a ser debatido, já não é 
suficiente para definir a privacidade na sociedade atual (CARLONI, 2013).

Hoje em dia, a sociedade se depara com um grande desafio: ampliar 
a proteção à privacidade frente ao desenvolvimento tecnológico. Dessa 
vez, no entanto, tal proteção ultrapassa o “direito de estar só” – as sen-
sações, as emoções e os pensamentos ganharam a forma de dados pes-
soais, informações que dizem respeito a um indivíduo ou que o tornam 

3   A Harvard Law Review é uma revista criada em 1887 por um grupo de estudantes da Harvard 
Law School nos Estados Unidos da América.
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identificável. Essas informações facilmente circulam pela rede mundial 
de computadores e por dispositivos digitais (CARLONI, 2013).

Na Constituição Federal Brasileira (CFB), o direito à privacidade é 
considerado um direito fundamental, sendo a privacidade essencial na 
formação da pessoa, indispensável à construção do indivíduo e de suas 
fronteiras com os demais (BRASIL, 1988). A CFB de 1988, no Artigo 5º, in-
ciso X, prescreve que são invioláveis a honra, a intimidade, a vida privada e 
a imagem das pessoas, assegurando o direito à indenização pelo dano ma-
terial ou moral decorrente de sua violação (BRASIL, 1988). Não se verifica, 
no texto desse Artigo, a palavra privacidade, contudo os termos intimida-
de e vida privada são expressões relacionadas à privacidade do indivíduo. 

De acordo com Pezzi (2007), em sua grande maioria, os juristas 
brasileiros consideram que a intimidade e a vida privada não são seme-
lhantes, mas estão em uma relação de gênero e espécie, constituindo, a 
intimidade, um âmbito mais restrito da vida privada. Segundo Cancelier 
(2017), há informações que, mesmo não sendo íntimas, estão inseridas 
na vida privada, a exemplo do endereço de uma pessoa, que não pode ser 
classificado como uma informação íntima, mas é parte do contexto da vida 
privada, e sua exposição, sem a devida autorização, reflete uma violação da 
vida privada, podendo causar danos à intimidade, portanto, à privacidade.

O direito à privacidade passa, então, a ser compreendido não mais 
como a “simples ausência do conhecimento alheio sobre os fatos da vida 
privada do indivíduo, mas sim sobre o controle exercido sobre essas in-
formações e dados pessoais” (LEONARDI, 2011).

2.2. Privacidade de dados no mundo computacional

O uso massivo da Internet por grande parte da população mundial 
e a evolução da tecnologia da informação e comunicação ocasionaram 
um crescimento exorbitante no volume e na variedade de dados existen-
tes. Os conjuntos de dados gerados podem ser combinados e utilizados 
para inferências e análises. Essas tarefas geram riscos à privacidade dos 
sujeitos quando tais conjuntos de dados criam uma forma de impressão 
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digital, de modo que os indivíduos podem ser reidentificados mesmo que 
os dados estejam anonimizados4 (MOONEY; PEJAVER, 2018). 

Da mesma forma, cresceram as ameaças de exposição e de utiliza-
ção demasiada ou inadequada de dados pessoais de indivíduos. A priva-
cidade das informações pessoais virou fonte de vantagens econômicas; 
assim, as empresas, as corporações e as instituições devem armazenar 
as informações dos sujeitos de forma adequada, utilizando, por exemplo, 
processos e técnicas de anonimização. Independentemente do tempo e 
do meio onde os indivíduos estão inseridos, existe a necessidade de pri-
vacidade. A privacidade encontra uma barreira para a sua existência no 
mundo virtual, devido à facilidade da transmissão da informação (BRITO; 
MACHADO, 2017).

Mark Zuckerberg, fundador do Facebook, em evento realizado por 
uma empresa de tecnologia em 2010, afirmou que a privacidade de dados 
não é mais considerada uma norma social, pois evoluiu com o tempo na 
medida em que “as pessoas têm realmente se sentido mais confortáveis 
não apenas para compartilhar mais informações e de diferentes tipos, 
mas também de forma mais aberta e com mais pessoas” (LEE, 2013). A 
visão de Zuckerberg diverge da versão de Warren e Brandeis, contudo, 
pois o hábito de compartilhar informações e dados pessoais não significa 
que os indivíduos estão de acordo com o uso indiscriminado desses da-
dos por terceiros, sem seu consentimento ou controle (CARLONI, 2013).

Conforme Vimercati et al. (2012) e Camenisch, Fischer-Hübner e 
Rannenberg (2011), existem algumas maneiras pelas quais é possível 
identificar ou categorizar um sujeito. As formas de identificação são de-
nominadas de atributos. A classificação dos atributos ligados à privacida-
de do sujeito está particionada do seguinte modo:

	◼ atributo identificador - aquele que torna possível identificar unicamente 
os indivíduos, como CPF, número da identidade;

4   De acordo com a LGPD, dado anonimizado é um dado que passou por um tratamento e não 
pode ser vinculado a um titular.
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	◼ atributo semi-identificador - atributo que, quando combinado com in-
formações externas, torna possível identificar ou supor quem é o indiví-
duo, como data de nascimento, CEP, cargo, tipo sanguíneo; 

	◼ atributo sensível - refere-se a informações confidenciais ou sensíveis do 
indivíduo, como doenças/comorbidades, salário, exames médicos, lança-
mentos do cartão de crédito.

Vimercati et al. (2012) caracterizam os atributos não sensíveis 
como aqueles que contêm todos os atributos que não estão enquadrados 
nas três categorias mostradas anteriormente e que a sua publicação não 
causará nenhum prejuízo à privacidade. Com a percepção da necessidade 
de classificação e tratamento diferenciado a cada tipo de atributo, verifi-
ca-se que a privacidade de dados se tornou um tema que deve ser consi-
derado em diversos ordenamentos jurídicos como um recurso elementar 
para a proteção da privacidade das pessoas assim como um direito.

2.3. Lei Geral de Proteção de Dados

Em agosto de 2018, foi criada a Lei Geral de Proteção de Dados 
(LGPD), que regulamenta como os dados pessoais serão tratados no Bra-
sil. Inspirada na Lei Europeia, a LGPD tem entre suas finalidades “pro-
teger os direitos fundamentais de liberdade e de privacidade e o livre 
desenvolvimento da personalidade da pessoa natural” (BRASIL, 2018a). 
A LGPD surgiu para preencher uma série de lacunas nos ordenamentos 
jurídicos já existentes no Brasil, que estavam em situação instável, não 
direcionados a enfrentar uma economia e uma sociedade progressiva-
mente movida por dados. 

Pode-se verificar, no ordenamento jurídico brasileiro, um rol de leis 
que trata sobre a proteção à privacidade, à honra e à intimidade, que es-
tão: na Constituição Federal (1988), no Código de Defesa do Consumidor 
(1990), na Lei do Habeas Data (1997), no Código Civil (2002), na Lei do 
Cadastro Positivo (2011), na Lei do Acesso à Informação (2011) e no Mar-
co Civil da Internet (2014). Nesse rol do ordenamento jurídico não existe 
uma descrição objetiva dos direitos, deveres ou de responsabilidades no 
que se refere à proteção dos dados pessoais. Essas normas estão delimi-
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tadas às suas respectivas finalidades de aplicabilidade;não governam as 
questões que dizem respeito à nova visão dos métodos de regimes inter-
nacionais de proteção dos dados (BRASIL, 2018b).

Na LGPD, o Artigo 5º, inciso X, considera que o tratamento dos da-
dos é toda operação realizada com dados pessoais, ou seja, aquelas que 
se referem a: coleta, produção, recepção, classificação, utilização, acesso, 
reprodução, transmissão, distribuição, processamento, arquivamento, 
armazenamento, eliminação, avaliação ou controle da informação, modi-
ficação, comunicação, transferência, difusão ou extração de dados.

De acordo com Alves (2018), a LGPD representa um marco nor-
mativo para a sociedade brasileira: é a legislação que mais efetivamente 
busca solucionar o diálogo necessário entre a preservação e o respeito 
aos direitos fundamentais da liberdade e da privacidade. 

O Artigo 5º da Lei conceitua três tipos de dados, descritos a seguir:
	◼ dado pessoal - informação relacionada à pessoa natural identificada ou 

identificável, a exemplo de nome, endereço residencial, registro geral e 
cadastro de pessoa física;

	◼ dado sensível - dado pessoal sobre origem racial ou étnica, convicção 
religiosa, opinião política, filiação a sindicato ou a organização de caráter 
religioso, filosófico ou político, dado referente à saúde ou à vida sexual, 
dado genético ou biométrico, quando vinculado a uma pessoa natural, a 
exemplo de apelidos, fotos, relatórios médicos, salário e geolocalização;

	◼ dado anonimizado - dado relativo ao titular que não possa ser identifi-
cado, considerando a utilização de meios técnicos razoáveis e disponíveis 
na ocasião de seu tratamento, a exemplo de quando é utilizado um trata-
mento reverso para descobrir os dados pessoais ou sensíveis dos sujeitos.

Menezes Neto, Morais e Bezerra (2017) afirmam que a classificação 
cria três níveis de proteção distintos: os dados sensíveis gozarão de maior 
proteção entre todos, seguidos pelos dados pessoais e, por fim, pelos dados 
anônimos. Esses últimos gozam de menor privilégio, uma vez que, suposta-
mente, não seriam capazes de identificar os indivíduos aos quais se referem.

Um ponto trazido pela LGPD é a manipulação dos dados pessoais, 
o meio de consentimento à forma de serem coletados esses dados. O 
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consentimento dado deve ser de forma abrangente, com a descrição da 
finalidade e da utilização dos dados. As antigas e novas bases de dados 
existentes devem se adequar à Lei Geral de Proteção dos Dados. 

O Artigo 5º também mostra cada um dos envolvidos no procedi-
mento de manipulação dos dados e suas respectivas condutas, a saber:

	◼ titular - pessoa natural a quem se referem os dados pessoais que são 
objetos de tratamento, a pessoa a quem os dados pertencem ou dizem 
respeito;

	◼ controlador - pessoa física ou jurídica, de direito público ou privado, a 
quem competem às decisões referentes ao tratamento de dados das pes-
soas, ou seja, o ente responsável por realizar a coleta dos dados de todas 
as pessoas ou estabelecimentos;

	◼ operador - pessoa física ou jurídica, de direito público ou privado, que 
realiza o tratamento de dados do titular em nome do controlador;

	◼ encarregado - pessoa indicada pelo controlador e operador para atuar 
como canal de comunicação entre o controlador, os titulares dos dados e 
a Autoridade Nacional de Proteção de Dados (ANPD).

O direito mais elementar, em termos de proteção de dados, é o de 
titularidade de seus dados pessoais. A LGPD assegura outros direitos do 
titular conforme Artigo 5º. A Figura 1 apresenta os direitos assegurados 
aos titulares dos dados.
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Figura 1

Fonte: SERPRO (2019) 

Direitos do titular pela LGPD

Na LGPD está previsto um rol de sanções para serem aplicadas a 
infratores. O ônus da prova acerca do consentimento do titular está em 
consonância com a referida Lei.

Ao controlador competirá todas as precauções de tratamento, ar-
mazenamento e proteção que precisarão ser adotadas para assim se abs-
ter do corrompimento dos dados. No entanto, caso ocorra vazamento ou 
comprometimento de informações, o controlador e os envolvidos ficam 
sujeitos às sanções administrativas que devem variar em razão das infra-
ções cometidas.
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As sanções estão pautadas no Artigo 52º da LGPD e são apresenta-
das no Quadro 1:

Quadro 1 Sanções da LGPD

Advertência Indicação de prazos para adoção de medidas corretivas

Multa Simples Até 2% do faturamento anual limitada a R$ 50.000.000,00 por 
infração

Publicização Após devidamente apurada e confirmada a infração

Bloqueio Parcial do funcionamento do banco de dados e/ou do tratamento 
de dados

Eliminação Eliminação dos dados pessoais a que se refere a infração

Fonte: elaborado pelas autoras

Diante de tantos direitos do titular, como demonstrado na Figura 
1, existem também as sanções que podem ser submetidas aos contro-
ladores, conforme apresentado no Quadro 1. Além disso, verificou-se a 
necessidade de criar um órgão que regulamentasse esses direitos. Então, 
em seu Artigo 55-A, a LGPD determinou a criação de um órgão regula-
dor nomeado pela ANPD, de natureza jurídica, transitória, que poderá ser 
transformado pelo Poder Executivo em entidade da administração públi-
ca federal indireta, submetida a regime autárquico especial e vinculada à 
Presidência da República (BRASIL, 2019).

A ANPD tem como principal atribuição zelar, implementar e fiscali-
zar o cumprimento da LGPD em todo o território nacional, de acordo com 
seu Artigo 55-J.

Sendo assim, Stival (2015) afirma que a aprovação da LGPD equi-
parou o Brasil a outros países considerados adequados para salvaguardar 
os dados pessoais, representando um avanço na proteção dos direitos 
fundamentais de seus cidadãos.
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2.4. Proteção aos dados sensíveis 

Os dados sensíveis são aqueles associados às opções e às carac-
terísticas basilares da personae, portanto, aptos a gerar situações de 
discriminação e desigualdade (MORAES, 2008). É com fundamento na 
possibilidade de utilização discriminatória, tanto por parte do mercado 
quanto do Estado, que os dados sensíveis se associam a conjunturas em 
que podem estar presentes potenciais violações de direitos fundamentais, 
em razão da sua natureza (MULHOLLAND, 2018).

Acerca da importância da proteção dos dados, Dominguez (2013 
apud RAMINELLI; RODEGHERI, 2016) afirma que, além da mera classifi-
cação como “informações”, deve-se lembrar que a combinação de dados 
pessoais permite a obtenção de um perfil muito preciso dos interesses e 
atividades de um indivíduo, sendo que estes dados podem ser utilizados 
para fins diversos, principalmente comerciais e publicitários. 

Ademais, surgem outros riscos, mais preocupantes, como é o caso 
de roubo de identidade, para fins criminosos, ou até mesmo perda de 
um possível emprego, devido a buscas prévias acerca do candidato pela 
empresa que deseja contratar. Sendo assim, proteger dados sensíveis 
permite a efetivação de diversos direitos, como saúde, liberdades comu-
nicativas, religiosa, de associação, entre outros (MULHOLLAND, 2018).

A LGPD, em seu Artigo 11, institui restrições importantes sobre 
as estratégias de proteção de dados sensíveis, estabelecendo, ao titular, 
consentimento de forma específica e destacada. Permite, também, que 
haja tratamento de dados sensíveis sem a necessidade de fornecimento 
de consentimento do titular de dados quando estes forem indispensáveis 
para o tratamento compartilhado de dados necessários à execução, pela 
administração pública, de políticas públicas previstas em leis ou regula-
mentos (BRASIL, 2018a), além de outras hipóteses que se referem, em 
grande medida, a interesses públicos. 

De acordo com Negri e Korkmaz (2019), é possível identificar uma 
estratégia mais rigorosa para os dados pessoais e sensíveis em razão da 
sua natureza. É relevante considerar que as normas jurídicas, enquanto 
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geradoras de práticas protetivas, podem avançar para outras esferas, in-
clusive a interna dos controladores e operadores de tratamento de dados.

3. Técnicas de proteção de dados

Cada vez que um conjunto de dados é viabilizado com intuitos es-
tatísticos, para pesquisas, análises de dados ou testes, processos e técni-
cas de precaução para a privacidade se fazem necessários para minimizar 
a descoberta de informações sensíveis por invasor. Um exemplo seria a 
liberação, pelos hospitais, dos dados sobre seus pacientes, seja para coo-
perar com pesquisas nas mais diversas áreas ou para encontrarem a cura, 
fatores, causas, frequência de ocorrência ou biotipo dos afetados por um 
vírus, bactéria ou doença.

Com o intuito de minimizar os tipos de ataques apresentados an-
teriormente, foram criados diversos processos de anonimização. No pro-
cesso de anonimização são propostas formas para mascarar ou maquiar 
os dados antes de serem publicados ou compartilhados, realizando téc-
nicas para que não seja possível identificar os dados pessoais de maneira 
prevista (BASSO et al., 2016).

Em um processo de anonimização, um conjunto de dados original 
é transformado em um novo conjunto, por meio de modificações, tendo 
como objetivo evitar a descoberta de dados sensíveis por usuários mali-
ciosos. Para executar a anonimização, se faz necessário definir os atribu-
tos que irão ser anonimizados e quais as técnicas que vão ser utilizadas 
em cada um deles.  

O Quadro 2, apresentado a seguir, mostra atributos de uma tabela 
que não sofreram nenhuma técnica de anonimização. É possível identi-
ficar a identidade de uma pessoa, através do nome, data de nascimento 
e CEP. Tais atributos são considerados dados sensíveis e, de acordo com 
sua sensibilidade, as técnicas de anonimização podem ser utilizadas para 
proteger a identidade dos indivíduos.



110

Introdução à Privacidade de Dados 
e à Lei Geral de Proteção de Dados Sumário|Capítulo anterior

Quadro 2 Atributos de uma tabela não anonimizados

Nome Raça Data de 
Nascimento Sexo CEP Reclamação

Sean Negro 20/09/1965 Masculino 02141 Falta de Ar

Daniel Negro 14/02/1965 Masculino 02141 Dor no Peito

Kate Negro 23/10/1965 Feminino 02138 Olho dolorido

Marion Negro 24/08/1965 Feminino 02138 Sibilo

Helen Negro 07/11/1964 Feminino 02138 Dores nas 
Articulações

Reese Negro 01/12/1964 Feminino 02138 Dor no Peito

Forest Branco 23/10/1964 Masculino 02138 Falta de Ar

Hilary Branco 15/03/1965 Feminino 02139 Hipertensão

Philip Branco 13/08/1964 Masculino 02139 Dores nas 
Articulações

Jamie Branco 05/05/1964 Masculino 02139 Febre

Sean Branco 13/02/1967 Masculino 02138 Vômito

Adrien Branco 21/03/1967 Masculino 02138 Dor nas Costas

Fonte: adaptado de Ohm (2010)

As técnicas encontradas em Brito e Machado (2017), as sugeridas 
por Ohm (2010) e as definidas por Branco Júnior, Machado e Monteiro 
(2014) são descritas resumidamente a seguir:

	◼ criptografia - é uma técnica que, através de um algoritmo, embaralha ma-
tematicamente os dados, de modo que estes fiquem ilegíveis. Esses dados 
podem ser transformados de volta para seus valores originais através da 
utilização de uma chave de acesso;

	◼ distúrbio - é uma técnica que, por meio de um mascaramento, substitui 
os dados reais por dados fictícios. Como exemplo, pode-se citar a subs-
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tituição de sobrenome de família por outro proveniente de uma grande 
lista randômica de sobrenomes;

	◼ substituição - é uma técnica que substitui os dados originais por outros 
dados que não se relacionam com esses, através da implementação de 
uma lista de palavras taticamente estabelecida;

	◼ embaralhamento - é uma técnica em que ocorre a mistura aleatória dos 
dados semelhantes, porém os dados devem estar localizados na coluna da 
mesma tabela;

	◼ anulação - esta técnica substitui os dados sensíveis por valores nulos. É 
utilizada quando os dados existentes na tabela não são requeridos.

Em adição, Brito e Machado (2017) descrevem a técnica de toke-
nização como aquela que gera aleatoriamente um valor de token, sem 
nenhuma formatação específica baseada no registro original. A tabela de 
mapeamento guarda o mapeamento desse token e seu respectivo valor 
da tabela original.

Ohm (2010), por sua vez, introduz também as seguintes técnicas:
supressão – é uma técnica em que ocorre a remoção completa da 

coluna que corresponde ao dado a ser anonimizado. A técnica de supres-
são foi realizada com base no Quadro 1 e apresentada no Quadro 2. Pri-
meiramente, identificam-se os atributos a serem anonimizados – nome, 
data de nascimento, CEP e sexo, por exemplo; posteriormente, as colu-
nas destes são suprimidas.

Quadro 3 Técnica de supressão

Raça Reclamação
Negro Falta de Ar
Negro Dor no Peito
Negro Olho dolorido
Negro Sibilo
Negro Dores nas Articulações

Continua
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Raça Reclamação
Negro Dor no Peito
Branco Falta de Ar
Branco Hipertensão
Branco Dores nas Articulações
Branco Febre
Branco Vômito
Branco Dor nas Costas

Fonte: adaptado de Ohm (2010)

	◼ generalização - é uma técnica em que ocorre a verificação dos atributos 
semi-identificadores – atributos que não são identificadores explícitos, 
mas podem potencialmente identificar um indivíduo –, e estes são alte-
rados por valores semanticamente equivalentes, mas menos específicos, 
para, assim, conservar a veracidade dos dados. 

A técnica de generalização foi realizada com base no Quadro 1 e 
apresentada no Quadro 3. Primeiramente, identificam-se os atributos se-
mi-identificadores a serem anonimizados – data de nascimento e CEP, 
por exemplo; posteriormente, eles são alterados por valores menos es-
pecíficos.

Quadro 4 Técnica de generalização

Raça Data de Nascimento Sexo CEP Reclamação
Negro 1965 Masculino 021 Falta de Ar
Negro 1965 Masculino 021 Dor no Peito
Negro 1965 Feminino 021 Olho dolorido
Negro 1965 Feminino 021 Sibilo
Negro 1964 Feminino 021 Dores nas Articulações
Negro 1964 Feminino 021 Dor no Peito

Conclusão

Continua
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Raça Data de Nascimento Sexo CEP Reclamação
Branco 1964 Masculino 021 Falta de Ar
Branco 1965 Feminino 021 Hipertensão
Branco 1964 Masculino 021 Dores nas Articulações
Branco 1964 Masculino 021 Febre
Branco 1967 Masculino 021 Vômito
Branco 1967 Masculino 021 Dor nas Costas

Fonte: adaptado de Ohm (2010)

O propósito das técnicas introduzidas é a preservação da privacida-
de, tentando ocasionar o anonimato de atributos que tornam um sujeito 
identificável. É essencial que, para a divulgação dos dados, estes passem 
por um contexto de anonimização, para que os sujeitos não sejam rei-
dentificados facilmente.

4. Cenários de uso

A quebra da privacidade dos dados ocorre por meio de um ataque 
de uma pessoa maliciosa ou de um invasor a dados privados que são vul-
neráveis (BRITO; MACHADO, 2017). Essa pessoa pode associar os regis-
tros de dados a uma outra pessoa específica por meio de conhecimentos 
adquiridos anteriormente de outras fontes. 

É possível vislumbrar alguns exemplos de situações capazes de 
violar a privacidade dos indivíduos no trabalho de Brito e Machado (2017); 
segundo esses autores, o adversário pode:

	◼ saber que a vítima mora ao lado de sua residência, assim ele pode inferir 
informações como endereço, CEP, gênero da vítima etc.;

	◼ utilizar dados de serviços baseados em localização, como o “check-in” em 
uma rede social realizado por uma vítima em uma determinada localização;

	◼ ter acesso a dados abertos de uma vítima, caso ela seja funcionária de 
órgãos públicos, por exemplo.

Conclusão
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Ainda de acordo com Brito e Machado (2017), os tipos de ataques 
podem ser classificados como:

	◼ ataque de ligação ao registro - o objetivo do invasor é identificar nova-
mente o indivíduo através de atributos semi-identificadores no registro, 
em um pequeno grupo ou em uma pessoa em particular;

	◼ ataque de ligação ao atributo - o invasor é capaz de inferir os valores dos 
atributos sensíveis pertencentes a uma determinada pessoa, baseando-se no 
conjunto de dados sensíveis associados ao grupo ao qual a pessoa pertence.

	◼ ataque de ligação à tabela - a partir dos ataques de ligação ao registro e 
de ligação ao atributo o invasor verifica que o registro da vítima está pu-
blicado, mas ele deseja inferir com firmeza a presença ou não dos dados 
da vítima nos registros publicados.

	◼ ataque probabilístico - seu foco não está nos registros, atributos ou tabe-
las. O invasor pode inferir as informações sensíveis da pessoa, entretanto 
pode, também, alterar sua intenção considerando o conhecimento obtido 
após acessar os registros publicados.

A maioria das vezes em que ocorrem os ataques a dados do usuário, 
os invasores de maneira empírica conseguem detectar o usuário em es-
pecífico através de correlação entre dados expostos sem proteção. Assim, 
deve-se tomar cuidado com os atributos dos usuários que são expostos. 
Faz-se necessário algum tipo de proteção para esses dados, tendo em vis-
ta a prevenção de possíveis ataques. Segundo a LGPD, os dados dos usuá-
rios devem ser protegidos e estes devem estar cientes de como os dados 
serão utilizados. Sendo assim, a disponibilização aberta, sem o consen-
timento do usuário, acarreta a violação da privacidade deste indivíduo.

5. Desafios à privacidade de dados

Conforme discutido neste trabalho, a LGPD trata a privacidade de 
dados como regra, sendo este um dos objetivos principais dessa legisla-
ção. Pode-se destacar que a privacidade de dados está presente no Siste-
ma de Informação no Mundo Aberto e na Visão Sociotécnica de Sistemas 
de Informação, que são dois dos quatro temas dos grandes desafios de 
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pesquisa para Sistemas de Informação no Brasil de 2016 a 2026 (BOSCA-
RIOLI; ARAÚJO; MACIEL, 2017).

A LGPD tem entre seus principais desafios a conscientização da 
sociedade de que “dado pessoal” é um bem de valor que deve ser prote-
gido. Raminelli e Rodegheri (2016) destacam que o grande desafio que 
se coloca à frente dos cidadãos diz respeito à privacidade dos dados pes-
soais a ser proporcionada por empresas ou, até mesmo, pelos governos, 
que não podem mais se esquivar da obrigação de conhecer e respeitar a 
LGPD no que tange a coleta, armazenamento, processamento e compar-
tilhamento de dados. 

A conformidade com as leis gerais de proteção de dados, portan-
to, requer tecnologia, infraestrutura e pessoal especializado, para que 
os dados sejam tratados de forma lícita, justa e responsável em relação 
aos seus titulares. Prevê, além disso, o princípio da responsabilização 
através de acompanhamento das atividades de processamento pelas au-
toridades designadas, que poderão aplicar sanções quando houver des-
cumprimento da lei. 

Vale destacar que alguns países possuem centros de dados cria-
dos por meio de parcerias entre governo, universidades e institutos de 
pesquisa para processar e prover acesso a dados anonimizados de forma 
segura e controlada para pesquisas de interesse público (MILLER, 2020).

6. Considerações finais

Este capítulo trouxe algumas definições associadas à privacidade 
de dados no cenário jurídico e no contexto computacional, resgatando o 
conceito histórico sobre privacidade e o entendimento desse conceito na 
conjuntura atual em que vivemos. Verifica-se que a privacidade, no mun-
do atual hiperconectado, tem um significado muito mais amplo do que o 
simples direito de “estar só” definido por Warren e Brandeis. A tecnologia 
ganhou uma importância maior e se tornou essencial no sistema social 
e econômico. Hoje em dia, os dados são os protagonistas da Sociedade 
da Informação.
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A LGPD muda a forma de compartilhamento de dados pessoais com 
relação à privacidade dos indivíduos. Trata-se de um desafio para todos 
os envolvidos no tema ao tempo que coloca o Brasil em nível regulatório 
compatível mundialmente.

Observa-se que a proteção e a privacidade das pessoas relativas ao 
tratamento de dados pessoais são consideradas como um direito funda-
mental na Constituição Federal Brasileira. Esse direito é complementado 
pela LGPD. É importante ressaltar que a Lei reforça a confiança no pro-
cessamento e tratamento de dados pessoais de empresas públicas e pri-
vadas, porém a adequação é um desafio tecnológico para tais empresas.

No que se refere à privacidade de dados e à Lei de Proteção de Dados 
Brasileira, verifica-se que as pesquisas estão ainda no início, tendo sido o 
tema deste capítulo relevante e atual. Contudo, a literatura ainda carece de 
mais pesquisas associadas à Lei e resultados concretos relevantes.
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A pesquisa abre caminhos e coloca 
o pesquisador como protagonista da nar-
rativa do seu estudo.  As diferentes pers-
pectivas que envolvem a temática sobre 
gerenciamento de dados vão além do que 
se costuma aprender sobre o que são da-
dos e de que forma eles podem ser utiliza-
dos.   A presente coletânea, desenvolvida 
por estudantes do mestrado profissional 
em Tecnologia da Informação, campus 
João Pessoa - IFPB, apresenta princípios 
e discussões sobre técnicas, tecnologias, 
cenários de utilização, desafios e tendên-
cias relacionados a diversos temas na 
área de gerenciamento de dados. Os tra-
balhos constituem uma excelente opor-
tunidade para familiarização a respeito 
de panoramas apresentados tanto para 
acadêmicos quanto para profissionais da 
área de Tecnologia da Informação.
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